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ABSTRACT

'.This docurnent proposes a rnethodology to be employed in the testing

of data management syzteme% and Bvbmits some recommendations for the
continued development of a- DNLS Test Methodology. The intent of this docu-
Ment wps first to characterize a data management system by identifying the
various attributec that should comprise a DMS and summarize the techniques
that car. be employed in impl•menting these capabilities Secondly, the
s'andard test techniquea that can be used to measure the capabilities of the
af•remencioned afttih•tes were examined and, based on the conclusions de-
rivtd fTr•' this analyois, a DM1 Test Methodology was proposed. To assist
in m!3thodology %itilization, a correlat'".n between particular actributes and

- specific measurcment techniques was drawn and scenarios were written to
illustrate how th4 methodology. would be employed in the solution of some
t•plcat DM5 measurement problems. Finally, it was concluded that analysis,
benchmarik programs and software monitors were the most useful test tech-
niques available and warrant additional development.
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TECHNICAL EVALUATION

The technical effort reported herein is a part of a continuing
program at RADC to develop a Data Management System Test and
Evaluation Methodology. This report reflects the first year of
effort Ahich bounded the DMS testing problem by listing all the
DMS characteristics which might be tested and compiling the currently
used testing tec'.niques. The recormnded application of test
techniques to particular D14S characteristics is based on the
author's experiences and from a thorouph literature search. Additional
experience was gained from a separate RADC contract entitled "DMS
Testing and Methodology Validation".

.It is expected that the recommendations and conclusions in
the report will be modified as further developments or refinements
of test techniques are made. The most important contribution
of this effort is that it provides a checklist ol DMS features
and test mthods with a stepwise procedure which a DMS tester
can follow to improve the tester's level of confidencc. This should
also decrease the time to plan a test program which should provide
desired test results with the least effort.

FR~ANCIS P I LWA
Technical Evaluator
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SECTION I

INTRODUCTION

1. INTRODUCTION

This document describes the results of a study of the means of testing
generalized software systems, particularly Data Management Systems (DMS).
This paper describes the functional characteristics of these systs-mc: the
attributes, methods and results of testing; provides a methodology for selecting
pertinent test mechanisms by pairing DMS characteristics with identified
tests; illustrates technique utilization by means of test scenarios; and, finally,
recommends areas for which appropriate test technology is weak or missing.

2. DMS OVERVIEW

The DMS technology has been in a state of continuing development
since the late 1950's. Early efforts were directed primarily at military
problems of storing, maintaining, retrieving, manipulating, and presenting
results of formatted data stored in massive files. Subsequent efforts have
been directed at improving solutions to military problems and developing
generalized systems xor broader applications. Corporate requirements
for information handling--not unlike those of the military--have spawned
additional developments of generalized DMSs.,

It is appropriate at this time to review the concept of what a DMS
actually is, the components that go toward constituting a DMS and its funda-
mental capabilities.

A data management system is best described as an independent set of
software that facilitates the generation, maintenance, query and analysis of
a data base. It is considered generalized when it permits the manipulation of
newly defined files and data without requiring the modification of existing
programs. Its major components are:

o query language

o data description ,anguage

o file maintenance language

o file structuring capability

o data access manipulation and output capability

The degree to which each data management system possesses these
capabilities will vary from one system to another, but, in general most sys-
tems support the following functions'

o Enables data references by name rather than physical location

a Supportr the expression of logical relationships among data
elements



0 Supports data- operations such as definition, sodi-age, rnain~ien-
ance, red,,rieval, and',presentatiofi

o Facilitates newly defined files and data operations

It is apparent that the definition of a generalized DMS is suffiel,;ctly
broad to cover an exi-remely wide variety of systems. In' fact, a curs'6 ry
examination:oof the literature reveals more than 75 systems that quali'/".
This proliferation of DMSs presents a difficult problem to the systeip Ad-
veloper," who mtist determine the most appropriate method fdr solviTg sets
of application problems.

While the purpose and. use of data management systems may make
their selection,1 and measurement appear relatively simple, a det'aifed inves-
'tigation of DMS elements and functions rev eats a %,omplex, software ,problexi.
In testing a DMS, a potential user must specify the major -DMS \elemerts
and their effects on his requirements. In this regard. the major i'temenis
of a DMS can be listed as:

o Languages to be used, including generalized routin',ý to -e prOo-
vided.

o Libraries to be used

o File organization and the method of accomplishing ,content re-
trieval

o The environment in whDhh the system will operate

P The scope of the system.

There. are many factors ,that a data management system user must, consider.
He must consider a variety of languages, libraries, file organizations, opera-
ting environinents.,and possible system scopes. The number of possible
combinations of system designs is huge.

Obviously, tho system user must choose the pertinent DMS features
he wishes to test. If'le-attemnpts- to include more and more features the
complexýty of the testing process increases and the test may become un-
feasible. On the other ha:nd, if the test personnel restrict the elements of
the systems to be measured to simplify the task, the teat may become tzse-
less.

In the early days of DMS testing, n,'ot users imposed a rather strict
set of qualifications on a system in order t ) render the system operational
in . user,environment. Because of this attitude lter DMS users rejected
these conclusions on the g-:ourutds of their cursory study an6 timited approaches.
Furthermore, the managenment rationale for utilizing a DMS has undergone
cqrnsiderable change. Da4 g. processing managerrent is now more concerned
with ita most limited reso1rces; analyst and programmer times. Moreover
computer processing coots are coming down rapidly. Data processing man-
agemnent must now ins%.re that a DMS is not being rejected by test techniques
that -stress machine efclencies at the expense of other resources--e.g.,
human resources.



Djata mnanagement systems kepresent a mejor trend in the data pro-
cessing field. Development of these systems has been sonmewhat slower than
expected becauae o' thbir complex design and the resulting .complex systems
eivaluationg. Once a test methodology. is found that can be related to several
different types of measurem'.nt problems, e.'g., comparing two data manage-
ment systems, testing a DIqas a stand-aLone system, or testing a DMS
,performing a special application, then data processing management will be
more inclined to use such a, tool.

)



SECTION II

DMs ATTRIBUTES

This section presents the attributes that comprise a generalized data
management system. These attributes are divided into the following major
categories:

o Data structure and definition.
o Data manipulatioi, functions.
o DMS system control.
o Host environment interrelationships.

Each of these maor categories is preceded by a brief introduction, following
which, the variious, attributes are described in detail.

1. Data Structure and Definition

a. Logical Structure

All generalized data base-r.-anagement systems provide a conceptual
method of organizing data into meaningful structures. Made available to the
system user is a set of logically related categories which he can apply to his
data in order to create, files of validly organized information. However, he
does not necessarily hare to apply them to the organization of his data in se-
condary storage. Through this provision, a user can interact with data in
terms independent of the manner in which the data are physically stored.

The data categories pro',ided range from the smallest designated ele-
ment of structure to which data can be assigned to the entire data base itselff.
In this hierarchy of structural categories, the most elemental.y can be given
buch dimensional attributes as length, identification and security and be
grouped together by the user,, in accordance with the uay in which he wishes
to organize his data, to buil' the next higher structure which can in turn be
assigned certain attributes aind be organized with others of its kind as con-
stituents of the next structure\, and so on. After the structural organization
has been determined, the data values themselves may be manipulated using
system provided functions to populate the categories and thus create the data
base, or to update the categories if they have been previously populated. This
section describes data structure classes which systems make available to the
user for the creation of a data base through user specified creation and up-
date processes. The description outlines t1'e set of attributes for each claso
which distinguishes it from other classes, and the ,atues thes. attributes
may assume.

(1) Structure Classes

Five structure classes can be postulated as common to nearly
all data .•.aiiagement systems ever, though system terminology may vary.
These classes and the terms used in this document to describe them are as
follows:

R'eceding page blank
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(a) Item

A single elementary data entity containing no logical sub-
structure and from which all other types of structures are ultimately com-
posed. The principal attribute of the item is the value. Other attributes
might include identification, type, security, and value existence indicators.

(b) Group

"A set of items and possibly other groups. Groups can be
simple or compound,, repeating or non-.epeating. A group composed solely
of items is called a simple group; a group composed of a set of items and a
set of related _,roups is called a compovnd group. A set of item values for
all items cor irising the group is callec an instance of the group. A group
is the lowe• Eevel of data structure concerned in the logical organization of
a data base; it can maintain at once three different relationships with other
groups: parent (superior), dependent (subordinate), and peer. Within a cornm-
pound group, groups can be manipulated to establish a hierarchic organization
of these relationships. (The term hierarchic implies that each parent group
instance can be optionally paired with one or more dependent group instance.)
The kinds of hierarchical relationships that can be organized by the user de-
pend upon attributes of group, composition; i. e., the way in which single
groups are arranged to compose another structure. If the system provides
a group relation structure, however, logical organization will depend upon
the attributus of this type of structure (see following paragraph). Other pos-
sible attributes of the group in addition to composition are type, identifica-

: ltion and security.

(c) Group Relation

"The log.ical relation or mapping between two sets of groups,
the first set being the parent groups and the second set being the dependent
groups. A group relation has a set of attributes of its own. The relation-

S- ship facility provided is equivalent to the hierarchic group relationship fl.cil-
-- ity provided by a compound group, except for the following differences:

o In a compound group, a group may be subordinated to one parent
-÷•: group only; ii) a g.roup relation, a group may be subordinated to

many parent groups. Such a relationship is often termed non-
hierarchic.

o In a compound group, the principal items (the immediate constituents
of a compound group to which a group is subordinated) do not have a
collective name. In a group relation, each set of items to which a
group is subordinated may have a name of its own, namely, the par-
ent group name.

"A group relation may consist of a single repeating or non-
repeating parent group entity and a single repeating or non-repeating depen-

•. .... dent group entity. On the other hand, a group relation may have multiple
dependent groups. In this case, the instances of the different dependent

• groups can be treated as members of a single set whereby they may be



'processed jointly in one context as a single set, or tbey can be treated as
members of several different 3ets whereby they may be processed irdepen-
dently in another context. This characteristic is not preseitLamong comn.-
pound group attributes.

If the group relation is provided in a given system, it may
be an explicitly defined structure type or it may be-defined as part of a larger
structure type. In either case, the structures possible in the system for
group relation composition, the way in which the relations are composed, or
the way in which they are used to compose other structures, can vary. Other

4 group relation attributes can include type, identification, and security.

(d) Entry

SA particular set of groups in which one and only one ,.esig-
nated group is not contained in or subordinate to any other group. Tb.e entry
corresponds very much to "record, " a term not used in this section '?ecause
of possible confusion with the physical storage structure concept of 6ie same
name. Attributes pertinent to the entry can include identification, t~jpe,
security, and composition.

(e) File

A set of entries that have the same logical organization.
The file corresponds to a set of application entities, such au countries, gov-
ernments, projects or organizations. The entities of a file may be from the
same class, e. g., countries, or from different classes, e. g., projects and
organizations. Its entries may be explicitly interrelated, or related only by
ordering and be otherwise independent of each other. The aggregation of all
files which can be accessed by a DMS is the data base. File attributes can
include identification, type, security and composition.

(2) Attributes Per Structure Class

Naming the topical sets of attributes for these izategories, such
as identification, type, composition and security, is a quantitative rather
than qualitative process in that these sets are common to the structural
classes of most generalized data management systems. The values that the
attributes themselves can assume, however, vary from system to system in
quality and quantity and should be examined when evaluating one system for
a particular capability or when comparing several systems. For instance,
attributes of identification which may be of significance to the prospective
use~r, such as prrvisinr for synonyms and the number of synonyms permitted,
vary among systems.

An explanatui kf these basic sets of attributes will illustrate
"how they apply to each structurti class and how they can vary in their imple-
mentation from system to systenm. Understanding these factors is also basic
to the understanding and evaluation of the data handling functions of a data
management system.

7



(a) Type

Distinguishing different types of items, groups, group re-
lations, ,entries or files involves determining whether the structure can have
different values for the same set of attributes or different usages within the
same system. One system, for example, may provide only a aingle type of
file for all processing, while another may provide several files to be used
during different functions. Most systems have files differing in usage but not
in attributes; e. g., a transaction file, a master file, or a log file, although
differing in usage, must have the same set of attributes for identification.

Entries, groups, group relations and items are more likely
to have different sets of attributes within the same system. The first three
structures are often typed by their attributes of composition, that is, the way
in which they are composed or the way in which they can compose other struc-.
tures. Entries can differ in this respect by the kind of group orT group rela-
tions that compose them. It is possible for an entry to consist of a single
compound group, with hierarchic relationships achieved through group nest-
ing. Another entry can be composed of a set of hierarchic group relations;
a.nother of a combination of hierarchic and non-hierarchic group relations.
Although all' of these types are possible and may vary among systems, within
one given system, there is usually only one type of entry provided.

Four types of groups may be identified, the first two pro-
vided by all data management systems and the second two provided by many:

o Non-repeating group - a group for which only one instance if the
items/groups that comprise it exists within an entry.

o Repeating group - a group for which a number of instances of the
items/groups that comprise it can exist within an entry.

o Simple group - a group composed of a single, named collection of
items. Simple groups can be repeating or non-repeating.

o Compound group - a group composed of a collection of a set of items
and a set of groups. A reference to a compound group is a refer-
ence not only to the set of items, but also to the items of its consti-
tuent groups. The groups themselves may be simple or compound
and be nested to any depth in a compound group. Within a compound
group, hierarchic relationships can be established between two con-
stituent groups, much the same as in the case of the group relation,
except that the relationships in a compound group must be hierarchic.
Compound groups can be repeating or vion-repeating.

Group relations are typed chiefly by the way in which U. '
compose other structures, in this case, the way in which they provide for r,
lations between groups or sets of groups. These relations can be both hier-
archic and non-hierarchic. In systems which drG not provide the group rela-
tion structure, hierarchic relations are provided through the compound group
type. There are two kinds of hierarchic grour. relations:-



o Sequentia& or linear. Each group, except the first and last in an en-
"try, is, reiated to the group preceding it'and-the group following it.
Thdri is only on9 group at each-level and each group has one and

only-oone subordinate group.

0 Tree. Each group may be related to~a number (limited by the sys-
tem) of groups at anylevel-below it, but to only one group above it

* in the hierarchy. A parent groupi in this case, may have more than
one subordinate group but each subordinate group may have only one
parent g-roup. In some' tree structures,. a group relation may also,
exist between two groups on the same level of subordination. Such
groups are called "peers. " Because systems differ in the number
of dependant groups that may be represented and in the number of
times a griup may occur, the depth and breadth of the trees can
vary greatly, from system to system (see Composition, Section
II. 1. a. Z. d).

A group relation can also provide another, more general
type of data structure in which the restrictions of a pure hierarchy do not
apply. Such a data structure, often called "network, " can include not only
hierarchical group relations (a dependent group may have only one parent),
but also non-hierarchica,k group relations whereby a dependent group may
have a number of parent groups. Thus, any given group in . entry can be
related to any other; the fact that a group may participat' ,as the dependent
member of more than one parent group allows networks to be built.

Several types of items are provided by most systems to
permit a more natural representation of data values. Item types are disting-
uished primarily by the kind of values they can assume. Numeric item types
contain a numeric value and can be used in arithmetic operations. All sys-
tems permit at least one numeric item type. Different numeric types in a
given system sometimes reflect different storage representati,)n; e.g., a
data management system may employ IBM System/360 packed-decimal and
zoned decimal representations. Although the user in this case can control
item representation through a declaration of item type, he must still remain
aware of any system restrictions which may exist upon the combining of nu-
meric items of different types. In some systems a user is provided with a
single numeric type and. the system determines the appropriate representa-
tion for each item on the basis of the value ini4ially suppliec and provides for
any necessary subsequent conversions between representations.

String item types are items whose values are a sequence of
characters from a finite alphabet. They are typically used to represent al-
phabetic or alphanumeric data. All systems provide at least one string item
type. Again, there are storage structure considerationh involved in the length
of strings accommodated by a system; e. g., in an O/S 360 environment 1 to
255 EBCDIC characters may be accommodated.

The item value types themselves can have special attributes
of their own, a provision which serves to define very clearly the sets of values
assumed by an item and which enhances the data representation capabilities
of a system. These attributes can be used to validate values being supplied



for the data base items prior to or during a data manipulation function. With-
in the given system limitations, length attributes can be assigned by the user
to an item value in two forms: a fixed length attribute implies that the values
in all instances of the- item have the same length; a. length range attribute
implies that the value length may vary between usr-specified limits. If a
"picture" attribute can be assigned-to an item value (usually defined by means
of a string of symbolic characters), not only the length or length range of an
item type can be specified, butalso such constraining attributes as:

" Characters permitted at each position in the value.
"o Precision (number of decimal places) of a numeric item.
"o Right- or left-justification if value is smaller than the containing item,

Other item value attributes include ranges and lists of specified values that
an item value type can assume and special validation routines to be performed
upon the value prior to or during a data manipulation function.

Other item types ncot properly classified as numeric or string
which can exist in a system include data, coordinate (such as latitude and
longitude) and date. Other special attributes which can be provided for all
or some of the item types in a system include:

o Units in which values are expressed (feet, pounds, dollars, etc.).
o Usage of item values (e.g., "computational" or "display").
o Output editing attributes,
o Input and output conversion attributes.
o Value synonym lists (e. g., SINGLE for "S"; MARRIED for "M").

(b) Identification

Attributes of identification are quite similar for each struc-
tural category. Almost all categories except for the entry are likely to re-
quire some means of identification. Restrictions imposed on this process
include length of identifier, use of alphabetic or numeric character (or both)
in identifier, provision for embedded blanks in identifier and use of synonyms
for identifier.

Attributes of identification usually restricted to the item
include:

"o Provision for a user supplied output heading for each item.

"o Unique within group or entry restriction, i. e., whether the same
item name can be used for a different item in another group and
need be unique only within its containing group.

Special group and group relation identification attributes include the provision
for user specified sets of items serving as the group identifier or sequencer.
Restrictions placed upon this capability include the number of items in each
set and whether ascending and/or descending sequencing can be specilicd.

I1I}



(c) Security

Many systems provide security and protection attributes to
be specified for a particular structural category at a particular levelof data
access. User defined access locks, for example, can be provided for con-
trolling access to data contained within a category. In addition, ýcodes which
"identify the programs making use of the category can also be defined by the
user. Security attributes can apply to a specified item, group, group rela-
tion, entry or file for the protection of data dur'ing a query or update function
and at a specified 'level of frequency (e. g., a value in one item; all item val-
ues in one group; all groups at a certain level in an entry; all groups in an
entry, etc. ).

(d) Composition,

The set of attributes entitled "composition" is comprised of
regulations governing the composition of a given data structure and the way in
which that structure can be used to compose other structures. These regula-
tions can include, for example, limitations upon the number and type of com-
posite structures and upon the' interrelationships possible between structures.
The only structural category which does not have attributes of composition,
because it is itself the smallest element of structure in a system, is the item.
Groups, group relations, entries and files have simila-r sets of composition
attributes.

Compound group composition can be limited by such attri-
butes as the number of levels of nesting represented, and the number and/or
type of constituent groups. Both simple and compound groups can also be re-
stricted by number and/or type of constituent items. Because the compound
group provides a way of establishing a hierarchic relation between two groups,
another important attribute of its composition is the manner in which its com-
posite groups are interrelated in the hierarchy. This attribute provided by
the group and the group relation allows data to bc structured in the manner
most suitable to each application. In a compound group, the hierarchy can be
a tree structure or a linear structure which is previously described under
Type for group relations.

Group relation composition has similar limitations upon the
groups that compose it. The kinds of inter-group relations provided by this
structure (hierarchical and non-hierarchical), however, unlike the case of
the group, are an attribute of Type. Entries can also be limited In composi-
tion by attributes such as the number and/or type of group or group relations
composing it or bý number of hierarchic leve.s'it can contain.

Attributes of file composition include number and/or type of
file in the data base, number and/or type of entry composing the file, and the
absence or presence of inter-entry relationships within the file. Although the
entries of a file tend to be independent of one another in the sense that one en-
try can be processed without reference to another, they can be explicitly in-
terrelated in a manner known to or controlled by the system. A simple form
of explicit relationship is the ordering of the file entries on, for example, the
values of the entry sequencer. More general reiations can also be made
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possible whereby non-hierarchic relations are established between groups in
different entries, or between entries themselves when they are composed of
a single group. This kind of file is often called a "linked" file. The use of
inter-entry relations ina linked file can be further restricted to, for exam-
ple, relations between non-repeating groups only. In contrast, a file whose
entries are unrelated or related only by ordering through an entry sequencer
is called an "unlinked" file.

(e) Non-Structural Attributes

Non-structural attributes are attributes which are not nec-
essary elements of the structural scheme (identification, type, composition,
etc. ), which defines the data category. However, theyr are closely associ-
ated With the category and are available to the user to reference or further
define the category during data manipulation. Many systems provide, for
example, reference counters and date time of change or insertion indica-
tors for files, entries, groups, group relations, anu -items.

b. Data Definition

Twobasic goals of a generalized data base management system are
to store all user data in a data base, and to gain independence of the data
from the programs that process it. In order to achieve this, systems pro-
vide a data definition capability which is a description, input by the system
user, of the names, value classes, constituents, relationships and all other
attributes of the various data structures to be established. This description
is performed by means of a unified facility provided for the definition of the
structure of the data to be stored and processed. Through this facility, data
can change without necessarily causing a change in all the programs operat-
ing upon it (and vice-versa). Furthermore, centially stored data can be
accessed by different groups of users and still be separately managed, stand-
ardized and protected.

One attribute of data definition is the language form used: narrative,
keyword, separator, or fixed position (described in Language Attributes of
Self Contained Systems, Section II. 2. d). In almost all systems, the data def-
inition for each element is done in the same language, with the syntactical
details varying depending upon the particular element being defined. The
data definition language usually has the same form as, or is closely related
to, those used for the data manipulation functions.

The context of the data definition varies among systems. In most
systems, the definition is input to the system separately and processed in-
dependently to create directories or tables which are referenced in later
proce-ssing steps. In. others, the definition is an integraxl part of each pro-
gram, concerned only with the data for that program and compiled with it.

The structure of the data definition itself can vary. The idea of
levels in a hierarchical data structure may be explicitly used in the definition
whereby the definition of data at one level would appear before or after the
definition of data at a higher level. In this case, unless each line of defini-
tion contains its own identification, the lines must be input in sequence.
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Another attribute of the data definition function which varies among
systems is the capability of the system to revise the existing definition (add
new items or change an item value length, for example). The data definition',
attributes which may -be revised will be restricted in ine system to the addi-.
tion or deletion of synonyms for item and group names, while another system
not only perriits changes to attributes of type, length and identification, but
also allows changes in location, e. g., deleting or adding a new node to a
""hierarchy. Some systems permit the deletion and/or replacement of an-en-
tire data element definition. Revision may require the user to submit an
entirely new definition or it may merely require only the input of the changes.
The -user may also be responsible for restructuring the stored data by writ-
ing a special procedure if the system does not provide for automatic restruc-
turing.

Revision can involve moving or changing the data values themselves,
The data may be transferred from the old file to the new or new data may be
placed in the file. An old file, in other cases, can be used as "transaction"
input, the values then being copied from the input to the restructured file.
In some systems, however, only the file creation and update functions result
in data move or change.

Another attribute of data definition is the provision for auxiliary def-
inition. This is, for the most part, a host language oriented function. It in-
volves permitting both an overall, primary data definition and, within the
framework of the primary ones, individual data definitions oriented toward
parti'cular users and programs. The auxiliary definitions do not replace the
original definition although they are usually done in the same form. They
provide multiple data structures such as different names for items and groups
or multiple lengths or types for a given item value. The relationships that
the auxiliary definitions have to the system- may vary from system to system.
In some, all may have equal status, whereby the system can allow multiple
entry definitions. In this case, each definition usually must correspond ex-
actly to the structure of the date as stored, e. g., when a set of items is
omitted, a new dummy set having the same total length must be defined in its
stead. Some systems, however, allow sub-sets of items to be defined and
set up automatic type and length conversion. In contrast to the case of equal-
level definitions, other systems permit a primary definition and a number of
auxiliary definitions, e. g., the system may provide for a single primary
definition applying to the entire data base and independe&,t of particular users
or programs. Each user would then be allowed to define an individual data
structure within the framework of the primary one.

The auxiliary data definition capability provides several advantages.
The auxiliary definition does not necessarily describe the entire data base
but only those portions of the data base known to one or more specific pro-
grams. Furthermore, it describes them in the furm in which they are known
to the specific programs. For example, for a user's applications program
which defines a working area, an auxiliary data definition can describe the,
format and characteristics of the data as it appears in the user working area.
The data in the program's user work area may then be manipulated using the
facilities of the ho-t language. The program is thereby limited to the portion
of the data made known to it, a fact which ensures the privacy and integrity
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- oMes ':ofth. dazta kbaso- from that program. On the other hand, the pro-
g;4.m 4tsdOf -is Ototacted'- in ,that, c~xt~ini ghanges ma:-y be made to the data base
vithoiA Affecting 11he prog'rasn usihg that data. This- is possible because th~e
'po ti of~ diitti d egci4bdd by'- the auxiliaýý.y data definition for the particular

_rraiin. rAy-'vzaky gk.t froq! ol-her- 'portions described by other definitions.
Another advahta df, thi's ckpability -s 'that the user, is freed from concern
with 4the i~iti'redat &t.e henee'd Only-'concentrate on the sections of the dat&,

easewhih~ re elonV o te pogram .heis writing.

Under the' 'ead~ngj, Definiflion of Components, are enumerated con-
httditattrbt 6, -:acr d txa srcture class which can be defined by the

usrA-desckription--of the structure of the iata definition statements unique
to the deffinitioii of thewxakious, ýonstituents is not included; such information

-yi,s -beqt obtained £rofn a users' manual. Certain attributes such as security
.aiididentificfaticn- will 1 nearly &-INV6ys Ibe defined for each data: class. The

p:(atet va ri ance :among 'ym iis in -the methods and requirements for de-
finihig,, grOUPr nd iterx Va'ld a.'tr~bhute~s. Most of these attributes, althouxgh

=peiouslv,, described., in Logltal, Stru~ctulre, will be reviewed in the context of
det d'finition.

Attr-ibutes-cif' itmAa hc ystems can rcquire definition include:

Identifbcatioh - the. detinition, of, the name of the item and any synonyms
'to be used 'fat -the name. Some q ystems also require an item number which
canle usd n- place 'of -the name in the definition and elsewhere in the systern.

BOeiurity -to, proviule aga~inst iiiauthorized acce ss at -the item level,
a user must usbafly supply ce-rta'in codes -before being allowed to use the item.
The "eui~N~mit tmay did~ffe pk query and update. Sometimes the user may
spddtfy the nane- ofa security ch~ck~ng procedure at the item, level to be used
in connection, with item re fe rdide s.

Item value attributes --the attributes of numeric and string item val-
ues autlined' in Logical 8tructu~ej if provided by the system, also require
definitiah. They may be specified either at the same time as the item name
or 'in at separate sectioih of the data definition. If not an intrinsic part of the
itemn vle~fintion, they'are• conside red' as part of the validation which must be
applied to the data values utsed in the creation and update function.

Posible attzributes Include a statement of the range of values per-
mitteci, a minimum or tymaximumn value, or a specification of, by listing them,
the actual val-tes which the item may assumne. The user may also be able to
set' up synonyms for certain vaslues. HeI may be able to control the right- or
left-~justificatgion of the fteM ina-ralne hn necessary to contain it.

Several attributes, particularly item value type, length, positioning
and editing directions, may bo combined into a picture statement which con-
tains a string of one-character codes each defining the characters which may
occ-ur in the corresponding position of a value of that item. For example,
the Victure statement 11$$q99V99 defines the item, value length (five decimal
digits) by the 916, the pc'bition of the decimal point by the V, and a floating
do~llar sign for e@liting by the $$-
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The leng•t6h~f the item may be unnenessary to define, if it is fixed in
the system. A statement of the starting chdracter position of the item value
in the containing group or entry may be required in addition to length. Sub-
items in this case. are string item value types which may be permitted the
possible definition .requirements being starting and ending positions, sub-
item name, and length.

The de'fiidti on of groups involves the organization of the definitions
of its constituent items and/or groups as well as attributes of ihe whole. The
relationship of'the :group to its constituents if it is a simple group may be ac-
complished explicit-!y by referencing the group in the definition of the item or
vice-versa. It cAn also be accomplished implicitly through the ordering of
definitions so that, for example, a group is defined to consist of all items
whose- definitions ,immediately follow' or precede the statement defining the
attributes of the group itself. If the group is compoun.d, its definition must
include the definitions of the contained groups. Systems vary in this case,
some requiring, intei-woven item and group definitions and others requiring a
separate definition of item and group attributes.

Pertinent-to the facility for hierarchical organization is the defini-
tion of group or item level numbers. Often each group in a hierarchy is as-
signed a level number which indicates how far down in the hierarchy it is,
thus allowing the system to reconstruct the hierarchy from -a set of sequen-
tially presented dbfinitions. Another attribute of definition ordering is
whether the "top-down" or "bottom-up" approach is used, that is, whether
the top levels or the lowest levels of the hierarchy are defined first,

Other attiributes of the group which can be defined include:

o Count items. Items in a parent group, one for each dependent group
containing a count of the number of instances of the dependent group.

o Special keyword. A word used in the definition statement referring
exclusively to a repeating or non-repeating group.

Attributes of group relation, definition which vary among systems
(for those which provide a definite group relation structure) concern the ex-
plicit or implicit definition of the relation. In systems allowing only a super-
ior..to/subordinate-to relation, the definition of the relation is implied by the
definition of the hierarchical entry structure. Systems providing an explicit
definition vary in that the definition can either be separate from the group
definition or part of it.

Entry definition includes an identifier in almost all systems. How-
ever, very few separate attributes aside from entry identification is really
the definitions of its constituents. For example, the definition of relation-
ships between groups of an entry is accomplished in the group definition.

I-!f Similarly, a file definition consists mainly of a union of its consti-
tuent entry, group and item definitions. To be noted is the sequence of these
constituent definitions which can vary among systems. Separate attributes
of file definition usually include file security and identification,
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c. ýStorage, $truciur6

Storage struture conc uns -the data as it is acýtua lly store d on-the
available physicai'ýn-idia andrthe v4rio~u& method's provided by wýhichr stored
data is accesýsed'. This elemie rt of d~ta; strueture is distinguaished- fromi logi;.
cal st~ructure whioh ;In contrastifivolyves 'he user' s condeption of his d-ata- in
-terms of its logical, organizatioih. -A, sifigl6 data structure can be stored in
different ways, mbiiidting in diffexeiie s'torageý stru-cturýes. Many systems

select -ftn vera, -different storageB techniques d epending on how the dt
i& to be used. B~ecause ;a> given -stonr'ge structure may be implemented in
different ways on aiifere nt storage. dvýifce-s,. -thd nature of the storage struc.;-
ture is -essentially conditioned- by the zystem' s ho~t environment dependen~cies,
that is the characto.ýistics of the- storage devices and of the operating system
under which-the syotem must function. Such pertinent characteristics -is
hardwaxre environment features and features of the hardware and operating
systenxi environments are described in Host Environment Interrelationships
(Section 11. 4). In. Storage Structure are identified. such attributes of storage
structure as user control over storage structure, storage organization tech-
niques, data address accessing and operating system supplied facilities for
sto rage structure control and -access.

There are eight major f~le structures. presently in use. These data
stkictures are as -follows:

o Sequential Access

o Indexcd Sequential, Access

o Tree

o List

o Chain,

o Multi litL

0 Inve rte(

o Network

Each of these structures generall~y irs -considered a "pure " form in the
- industry literature, No attempt is iruvie here to discuss the myriad vari-

ations and hybrids which in practice -xinprise the majority of structures
actually used in data storage and inr~a,,lement. Each of these has a
certain logic behind its forrnulatiov,, 1hd all can be reduced to some
combination of the structures just Os,.



The following segment provides a detailed breakdown of DMS attributes
relative to data stricture and d-,linition,.
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Data Structure and Definition

A. Logical Structure

S1. Items:

a. System term for item
b. Item types provided:

(1) Numeric item types:

(a) System terri (pack< decimal, fixed binary,
right justified EB3CIC, etc.)

(b) Storage represer.tation
(c) Length
(d) Numeric subh.iems permitted

(2) String item types':

(a) System termn (alphanumeric, left-justified
EBCDIC, variable length, etc.)

(b) Storzge representation
(c) Lergth
(d) String sub-items permitted

(3) Other item types:

t(, ) Date
Ib) Coordinates

(c) 1 3oolean

c, 'em -, alue type attributes:

Qt!) NMAneric:

••) Fixed length
:• Length range

(c) Picture:

(1 Positioning
(2 Precision
(3 Right/left justification

(d) Value range
(e) Value 'iist
(f) Validation routine

(2) String:

(a) Fixed length
(b) Length range



(c) Picture:

(1 P2ositivoning(Z

(d) Value rahg.
(e) Value list'
(f) Validation rzo itle

d. Item identification:

(1) Length
(2) Mode
(3) 'Embedded blanks
(4) Synonyms
(5) Unique within:

(a) Group
(b) Entry

(6) Output heading

e. Security:

(1) Access locks controlling acceso during:

(a) Query function
(b) Update function

(2) Program identification codes for use oi item during:

(a) Query fuinction
(b) Update function

f. Other item attributes:

(1) Units of expression (feet, pounds, dollars, etc.)
(Zj Usage of item values
(3) Output editing attributes

S(4) Input and output conversion attributes
i, (5) Value synonym lists

g. Non-structural attributes:

(1) Existence indicators
(2) Date and time of change to item value
"(3) Idendfication of transaction or program supplying

current item value
(4) Null item values
(5) Multiple itei values
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2. Groups:

a. System term for group
b. Group types:

()Simple repeating
(2) Simple non-repeating
(3) Compound repeating
(4) Compound non-repeating

c. Group identification:

(1) Effective length
(2) Mode
(3) Embedded blanks

S(4) Synonyms
(5) Use of group identifiers or sequencers:

(a) Required or optional
(b) Number of items used
(c) Ascending and/or descending sequence

-7- d. Security:

(1) Access locks controlling access during:

(a) Query function
"(b) Update function

V (Z) Program identification codes for use of group during:

(a) Query function
(b) Update function

e. Group composition:

(1) Number and type of constituent items
(2) Number and type of constituent items and groups in

compound group
(3) Depth of nesting in compound group
(4) Hierarchical structum • composed:

(a) Linear
(b) Tree
(c) Number of levels of subordination
Wd) Number of dependent groups per parent group
/e) Number of peer groups at same level of sub-

ordination

f. Non-btructural attributes:
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(1) Date and time of group insertion
(2) Count of references made to group,

3. Group relations:

a. System term for group relation
b. Group relation type:

(1) Non-hierarchic
(2) Hierarchic:

(a) Linear
(b) Tree

c. Group relation identification:

(1) Length
(2) Mode
(3) Embedded blanks
(4) Synonyms

d. Security:

(1) Access locks controlling access to parent or dependent
groups during:

(a) Query function
(b) Update function

(2) Program identification codes for use of parent of de-
pendent groups during:

(a) Query function
F (b) Update function

e. Group relation composition:

(1) Number of levels of subordination of composite groupf,
(2) Number of dependent groups per parent group
(3) Number of peer groups at same level of subordination
(4) Placement criteria for insertion of new constituent

group occurrence

f. Non-structural attributes:

"(1) Count of constituent groups or repetitions of a consti-
tuent group

4. Entries:

a. System term for e-try
b. Entry type:
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(1) Single type entry only

(Z) Multiple entry ýypes provided

c. Entry identification:

(1) Length
(2) Mode
(3) Embedded blanks permitted
(4) Synonyms permitted
(5) Item sets serving as identifier or sequencer

d. Security:

(1) Access locks for controlling access to entry instances
during:

(a) Query function
(b) Update function

(2) Codes which identify programs using the entry during:

(a) Query function
(b) Update function

e. Entry composition:

(1) Limitation on number and type of group and group re-
lationships comprising the entry

(2) Limitation on the number of hierarchic levels in the
entry

(3) Limitation in number of relations in which a dependent
group may participate in the entry

f. Non-structural attributes:

(1) Date and time entry was placed in the file
(2) Count of references to entry

5. Files:

a. System term for file
b. File types:

(1) Single file type only
(2) Multiple file types provided:

(a) Differentiated by function
(b) Differentiated by sets of attribute,

c. File identification:

* C:



(1) Length
(2) Mode
(3) Embedded blanks
(4) Synonym s:

(a) Maximum number of synonyms
(b) File can be accessed by synonym (not restricted

to output)

d. Security:

(1) Access locks for controlling access to file during:

(a) ,Update function
(b) Query function

e. File composition:

(1) Number of files in data base
(2) Number and type of entries in file
(3) Limitations on inter-entry relations

f. Non-structural attributes:

(1) File instance numbers
(2) Date-time stamp
(3) Entry counts
(4) Control totals over file entries

B. Data Definition

1 . Data Definition Language

a. Form used (narrative, keyword, fixed position, separator)
b. Form same as language used by other DMS functions
c. Same language is used to define all data elements

2. Context of Data D~finiticn

a. Function is an integral part of each program processing
'the data and is compiled with it

b. Function is integrated with file creation function
c. Function is input to system as a separate function
d. Lines of data definition can be input in any order

3. Data Definition Revision

a. Re-entrance of entire definition required
b. Input of changes only required
c. Data values are moved or changed during revision
d. Restructuring of stored data must be provided by user
e. System provides automatic restructuring of stored data
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f. Existing definition may be deleted for which attributes of:

(1) Item
(2) Group
(3) Group relation
(4) Entry
(5) File

g. Existing definition may be expanded or modified for which
of the above (I-B-3-f-I through 5) data elements

h. Entire definitions may be deleted or replaced for which of
the above (I-B-3-f-1 through 5) data elements

4. Definition of Components

a. Item definition:

(1) Identification:

(a) Item -name
(b) Item number
(c) Synonym

(2) Security:

(a) Requirements for user access during:

(1 Update function

(2 Query function

b. Item value definition:

(1) Item value type
(2) Item value length:

(a) Specified in digits, bytes, characters
(b) Fixed in system

(3) Item value placement (left- or right-justification):

(a) Starting character position of item value
(b) Definition of value range:

(1 Minimum/maximum value
(2 Item value list

(c) Attributes defined in picture statement
(d) Editing directions for input/output or for vali-

dation:

(• Defined in picture statement
(2 Specified by separate routines or tables
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(3 Capabilities include:

-a- Automatic truncation
-b- Automatic padding
-c- Additional information added to data
-d- Encoding of values:
-e- Left-justification of field
-f- Zero suppression
-g- Truncation
-h- Algebraic sign
-i- Punctuation
-j- Percent
-k- Engineering notation
-I- Dollar sign
-m- Specific characters
-n- Decoding of values
-o- Data conversions
-p- Standard measurement conversions
-q- Scaling
-r- Rounding
-s- Item size modification
-t- Right-justification of field

(4) Item value definition is specified at same time as item
de finition

(5) Item value ,definition is in separate section of the data
definition

c. Subitem definition:

(1) Identification
(2) Length
(3) Starting position

d. Group definition:

(1) Item and group attributes defined separately for:

(a) Repeating group
(b) Non-repeating group

(2) Relationship of constituent item/group definitions to
parent group:

(a) All nave same level or group number
(b) Definition ordering (group is defined to consist of

all items whose definitions immediately follow or
precede the group definition statement)

(c) Top-down or bottom-up approach

(3) Identification
(4) Security:
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(a) -Requirements for user access during:

(1 Update function
(2 Query function

(5) Group sequence item:

(a) Number of items in sequencer set
(b) Ascending or descending sequence may be

specified

(6) Explicit group level number:

(a) Group and items or groups only

(7) Count item
(8) Special keyword for group:

(a) Repeating group
(b) Non-repeating group

e. Group relation definition:

(1) Identification
(2) Security:

(a) Requirements for user access during:

(1 Update function
(2 Query function

(3) Definition is implicit (it is implied by the definition of
the hierarchical entry structure)

(4) Definition is explicit (ordering is stated in definition
statement)

(5) Definition is separate from group definition
(6) Definition is part of group definition

f. Entry definition:

(1) Identification
(2) Security:

(a) Requirements for user access during:

(1 Update function
(2 Query function

(3) Organization of constituent groups:

(a) Specified in group or group relation definition
(b) Specified separately in entry definition
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(4) Multiple logical data structures can be defined within

one entry

g. File definition:

(1) Identification
(2) Security:

(a) Requirements for user access during:

(1 Update function
(2 Query function

(3) Sequence of constituent definitions

C. Storage Structure

I. Control

a. Host environment dependencies:

(1) File storage device is automatically assigned if no
special request is made

(Z) DMS uses operating system supplied access methods
(3) DMS uses operating system supplied space and re-

source management (allocation of buffers, provision
of additi~onal storage in the event of overflow)

(4) Operating system provides for storage device inter-
changeability

b. User control of storage structure:

(I) Devices available (see HOST ENVIRONMENT INTER-
RELATIONSHIPS):

(a) Sequential devices
(b) Direct access devices

(2) Sequential or direct access can be chosen:

(a) Operating system supplied access methods can
be chosen

(b) DMS augments O/S supplied access methods

(3) User control over space allocation for file on storage
medium:

(a) Length
(b) Variable or fixed
(c) Blocking factor
(d) Maximum and average size
(e) Number of entries per record
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(f) Entry length
(g) Paging technique (storage subdivided into speci-

fied nuimber of characters)

(4') User control over index ar-rangement

(5) User supplie4' random accessing formula is necessary

2. Storage Structure Representation

a. Logical sequential; (each group instance is stored according
to its subordinatc. relationshio. starting with the master
group)

b. Sequential (eleml.,nts of data folloy' one after the other but
do not conform to the logical organization of the file):

(1) All values 5: ah item are stored at any vacant place in
the file, saving the address of that location for further
use in retr?,eval)

3. Organization Techniques

a. DMS augments 0/S mupplied access methods to provide
better indexing for hierarchical files

b. Techniques for establishing logical sequential organization
include:

(1) Table index (an ordered reference list to the contents
of a file)

(2) Chaining:

(a) Groups are chained together using top-down me-
thod (chained to next group at same level)

(b) Groups are chained together usi-ng top-down me-
thod (dependent groups follow superior groups;
the last group in one string is chained to the first
group of the next higher level string)

(c) Chaining is combined with table indexing
(d) Pointers are comprised of:

(I Address of a physical record
(2 Address of a group
(3 Item value

(e) Multiple pointers are used
(f) Storage allocation for pointers

4. Storage Access Methods

a. Indexing (the association of a data value with the address of
an element containing that value):
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(1) Performed through operating system-access methods:

(a) O/S provides overflow for index entries& not fit-
ting into memory

(2) DMS provided indexing features:

(a) Index contains one value-address pair for every
occurrence of a given value

(b) Index references only ranges of values
(c) Inverted file used -- file indexed by every value

-of every item

b. Randomizing or hash coding -- the transformationof item
values in the group or entry into an address:

(1) User supplied randomizing formu~a necessary or may
be .specified to replace O/S supplied formula

(21), Formula can handle synonyms (records whose control
field happens to randomize to the same address as
other records):

(a). Synonyms are placed in overflow area provided

(3) Formula is affected by file size
(4) Formula is affected by volatility or stability of data

base
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Z. Data Manipulation Functions

a. Fi4t, Creation

The Wtle creation functior, provides the creation of the initial instance
of a file, making it known to the DMS which will perform other functions on it.
This process can involve entering a data definition for a file which already
exists in machine readable form so-hat it becomes acceptable to the DMS.
It can also involve the more compli'cated task of converting an existing file
into a form acceptablk to the system. Such a conversion can be performed by
a self-contained functton provided by the system through a special use of the
update function or through a facility provided specifically for the purpose of
file creation.

Several steps can be defined as constituting the creation action pro-
cess in most systems. They are as follows:

o Data definition of the master file and its constituent structures (see
Data Definition, Section I1. 1. b).

o Storage structure definition of the master and input source file. This
step can be provided automatically or be specified in part by the user.
A choice of ac(cess methods to be used.i-n the input data file is usually
provided to thh ýser. (See Storrge Structure, Section I. 1. c. )

o Data definition of the input source file. This step uses facilities pro-
vided for data definition of the master file or is accomplished by
means of a special definition capability to accommodate transactions
which-are like those used in the update function. (See File Update,
Section I1. 2. b, for a description of transaction processing. )

o Allocation of media space for the file. This step accomplishes the
reservation of storage space for files and can be achieved by means
of a statement of data definition which provides parameters to the
operating system space allocation facilities. (See Host Fnviron-
ment Interrelationships, Section I1. 4. )

o Provision of data - j the input file. The input file is the source from
which the data comes for the population of the master file. Attributes
pertaining to this step include the kind of files accepted as input and
the host environment dependencies involved in supplying the input
files. Specific examples include:

o Inter-system capa)ilities, the acceptability of input data files
generated on other computers or under different operating
-,ystems.

o Intra-system capabilities, the acceptability of input files pro-
duced by other system processors within the operating system
under which the DMS operates.
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o Acceptance of files constructed by the use of the interrogation
function from/existing system files.

o Acceptance of data input as a stream of transactions without the
user being aware of an intermediate fiLe if, for example, a con-
versational mode of input is supplied to the system.

o The types of local and remote hardware devices that can supply
the input data.

o Multi-file input capabilities.

The input file may have to be specially prepared in a system required
format, or the system may provide facilities defining the data and storage
structure of data already in machine readable form. In the latter situation,
the system may perform certain data transformations within entry instances
or it may process data in its existing form. In some systems, input file
provision can be aided by the interrogation function facilities to determine
the size of the file to be created and to establishzneed for editing, restruc-
turing or any other necessary change in the data when this capability is not
available during file population.

o Population of the file. This final step is achieved by defining an ex-
isting file so that it becomes acceptable to the system or mapping
data from the input file to the master file. The method employed
for this process may be either the update function or a function
specialized for the purpose of creation. This task is usually accom-
panied by the following procedures:

"o Data validation. At data definition time, the user can specify
the types of validation to be performed on each item; he can
also specify data values against which data entering the system
can later be compared. During file population, the system can
then compare each entering data value against the predefined
validation criteria and accept only those values satisfying the
criteria. The user can usually modify or override the criteria
either permanently or temporarily during operations other than
data definition.

"o Data transformation of input entries or items to the format of
the master file, for example, transforming the order of iten s,
groups or entries from the order which they have in the input
file to some other order in the file being created. Other trans-
formations include changing the values of item instances. New
items can be derived from old items through arithmetic func-
tions, or they can be encoded or decoded by table substitution
or by special programs. These transformations may be speci-
fied at the time of file definition, by procedural statements
supplied to the population step, or at the time of input data pro-
vision.
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o Error detection and reporting features, for example, testing
fok duplicate entries or entries invalidated by inter-entry tests
ini he input file; logging or dumping of master file contents to
provide recovery in case of hardware failure during the process;
collection of counts or values of source data or master file data
for inter-entry validation or control totals.

An important attribute ,of the file creation function. in addition to those perti-
nent to the particular steps, is the capability to monitor the creation cycle
so that both~the errors encountered in each step and.the statistics concerning
the size and resources of files used can be adequately reflected. Errors re-
ported usually include faults detected by the validation criteria, diagnostic
messages on violations of language syntax, and data unacceptable to the in-
put/output facilities of the operating system. Corrections of.invalid data
may be provided in on-line or batch mode. Facilities of the interrogation
function may also be available to the user to monitor certain creation activi-
ties. These attributes are similar to those which characterize File Update
monitoring. A more complete coverage of monitoring, erroc report..ng, and
restart and recovery procedures is given in DMS System Control (Section
I 3).

b. File Update

Updating a file is the process of using update data to change values
in all entries or selected entries, groups or items stored in the file. It does
not include changing the logical data structure, data validation criteria or
security procedures. (Alterations of this type are usually made by revising
or redefining the data definition of the data base. ) The File Update function
i3 supplied by the Data Definition function with a description of the section of
the data in the data base that is to be updated and by the File Creation func-
tion with the data currently stored in the section of the data base to be updated.

File Update is common to all data management systems in at least
one mode. Often a system will provide more than one update mode depend-
ing upon differences in user control, input media used, language used, or
functions provided. For example, a system can have one mode whereby up-
date processing can be specified for any of the data structures in the file and
another mode whereby changes can only be made to a certain data structure,
such as file items. The attributes of the File Update function described be-
low can vary not only from system to system but also from mode to mode
within a single system.

The major elements of File Update are the update data (transactions),
the description of the update data to be applied to the data file (transaction
definition), and the processing rules or algorithms that apply the update data
to the data file (transaction program). These elements have several sets of
attributes which are likely to vary from system to sy.tem. One set of attri-
butes common to all three are their sources or the way in which they can
enter the system. The input medium available for transactions must be con-
sidered as well as the time at which the transaction definitions and programs
must or can be entered. Batch processing may either require the transac-
tion definitions and programs to be supplied at the beginning of the batch or
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permit them to be included in the traniaction. Such requirements also pre-
vail when transactions are entered fr ;m a remote terminal. In many systems
the transactions and their definitionc and programs may be prestored, a ca-
pability requiring a sepa-ate run prý%r to the update run whereby they are
stored in a form and on a medium tht makes them accessible to the system.
Another attribute closely associated, with sources of input and modes of pro-
.essing is the ordering of transactions. Update processing can be speeded

up, particularly in the case of systems that use sequential files, by process-
ing transactioni, in the same order in which the affected entries are stored in
the data base. 'ransaction ordering may be a user responsibility. Some
systems accfopt and process the transactions in any order or, if necessary,
sort them iuito file sequence before processing.

Attributes of transaction definition include format and placement.
The transaction may be defined in one of several available formats, such as
narrative or fixed tabular, which can also be employed for the transaction
program applied to the same transaction. The format(s) in some systems
are prescribed while in others any format may be acceptable as long as the
definition has been previously stored and is accessible by the system. The

-A placement of the definition is another variable. A language capability may
be provided that permits transactions to be submitted to the system in a se lf-
describing form. In this case the transaction and its def?-nition are inter-
mingled. On the other h-,nd, especially in systems which use the same medi-
um for both the transaction and its definition, a complete separation of the
two is required, the definition preceding the transaction. Such techniques
may vary within the system according to mode or according to the particular
transaction data element (item, group, entry) that is named.

Format and placemnent are also attributes of the transaction program.
In some systems the tre, a•,action program may be intermingled with the trans-
action dpfinition in the dame format. In others the definition must have been
previously entered inL. the system. Data mapping, whereby the transaction
group and item names are equated to corresponding master file group and
item names to which they correspond, is another possible attribute of the
transaction program. in some systems, this is achieved by using file group
and item names in the transaction definition for corresponding data elements
rather than using transaction programming statementa. Use of the transac-
tion definition for this purpuse is usually not possible, however, when data
files created for other purposes are used as transactions.

The group of attributes belonging solely to the transaction program
element concerns the access and manipulation of data. These attributes are
extensive and must be broken down into several sets. The first of these sets
includes possible characteristics of the amount of user control over data
access. The retrieval of transactions and file entries with matching identi-
fiers may be done automatically with no user specification. Systems provid-
ing this type of automatic transaction and entry access usually write out theV: updated entries automatically. In other systems complete control may be
provided to the user by requiring him to specify each stcp of the data access
process. This may include instructions for reading individually each group
contained in a transaction from the inpvt medium. After the update process



has been completed, the user may also be required to locate, read, and
write outentries by using instructions that operate on data elements below
the entry level.

(I

Data selection is the identification in the transaction program by the

<7 •user of the part of the file that is to be changed by a transaction. One method
of data selection is through a statement of the logical relations that must be
satisfied before a transaction is applied to the file. Such statements are
usually in the form of conditional expressions which can be in the same lang-
uage used by the interrogation function. (Attributes of conditional exp)ressions
are described under Language Attributes of Self-Contained Systems, Section
11.2. d.) Another method is for the system to match the transaction to the en-
try through matching group or entry identifiers without further specification
of selection criteria.

2 •Data base changes involve both arithmetic and non-arithmetic changes.
Arithmetic change capabilities are those provided for the addition, subtraction,
multiplication, division, etc., of item values, constants, and literals. Per-
tinent characteristics include the use of literalb it4 arithmetic operations, the

06 use of item values in the arithmetic computation of the values of other items
and the specific arithmetic operators available. Non-arithmetic changes in-
volve data value modification and the deletion and addition of items, groups
or entries. Consideration should also be given to the capability of the systcm
to detect and report errors encountered during this process.

The data base changes possible and the requirements for achieving
them vary not only from system-to-system, but also from one data element
"to another within a single system. Updating on the entry level implies a
transection which takes into account all the data in a file entry. Changes to
an entry can include insertion, whereby a new entry is added to the data file or
whereby new groups from the transaction are placed in the file entry where
there are no matching groups. Entry insertion can be accomplished through
data manipulation statements or through an automatic insertion where there
is no matching entry identifier in the file. Another change can be a tra-nsac-
tion that identifies an entry to be deleted from the file. The entry identifier

",.- in some systems may also be updated. Errors detected oy the system c.tn
include, for example, checks for a duplicate entry already in the file if in:ser-
tion of a new entry is to take place and a list of rejected transactions upon
user request.

Group level changes imply a transact~on which take- into o' QInt ,I
-items or subordinate groups within a group. Groups alLo can be upd;%t,..d

through deletion, insertion and identifier change using the sane or d,-fi.c r,,t
statements as for the entry. Insertion can involve the replacement of m", '!
ing groups or the additiun of new groups which do not have a matchbin_ id,' rit-I
fier in the file. In come systems group insertion involvets setting up i)) c,,t,
group, the insertion of data being accomplished by item level ch;•ng,.". .",

important attribute of group deletion, in addition to the statewontt. ),c.- r-•
for this change, is the way in which groupi subordinate to the •ine hr.,l 4v-
leted are hand!ed.
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Item level update involves to a large extent value changes performed
by arithmetic functions or by non-arithmetic data manipulation statements,
such as changes to individual characters or to subFtrings of characters within
the item. Another type of value change can take place when an item value
changes to or from an established system null value. In some systems this
is referred to as the deletion or insertion of an item. In most cases items
can be physically inserted or deleted only when groups or entries are stored
in variable length physical records. The system can inform the user when
no match is found for an item in the file when a value change is to take place.
Information supplied by the system to the user during this process can in-
clude notification of a no match condition between a 4,ransact'on item and a
corresponding file item or the placement of a value in an iter. which is the
same as .the previous value of that item.

Transaction validation, editing and transformati.on can be accom-
plished either through the transaction program or through the tiansaction
definition facility. Validation may include simple checks on item values to
ensure that they are within the limits supplied by the user in'the transaction
definition (see Data Definition, Section II. 1. b). Conditional expressions used
for the interrogation function may also be available for the user to specify,
for example, logical relations that must exist within a transaction before it
is applied to a file or logical relatiins that must exist between the transac-
tion and the file data before the transaction can be applied to the file. Edit-
ing is usually provided through data definition facilities. Transformation
may be also suppled through encoding and decoding subtables specified at
transaction definition time or through computational algorithms applied dur-
ing the transaction program to the data.

An important attribute of the update functicn, applicable to all its
elements, is the automatic maintenance of system int,•grity through adequate
system monitoring and error detection facilities. This provision can include
audit trail features, backup files, run histories, and lists of rejected trans-
actions. Errors detected by the system may be under conditions predefined
by the user as in the case of data validation att:ibutes specified at file defini-
tion time. Other system detected errors may include language syntax errors,
logic errors, processing erroib germane to a particular update mode, and
comparison time errors (e. g., a transaction that is received for an entry
not in the file or an attempt to insert an entry with an identifier that is the
same as cne already in the file). The system may pc ivit the user to specify
a course of ,iction to be taken if a certain condition LhouW.d occur, for exam-
rle, terminate the run, print error message, ignore transaction, etc., if

<1 there are transaction data errors, language synt.x errors, no matching
identifier, etc.

Operating system features provided for the maint nance of system
integrity, such as the prevention of interference from the execution of otherprograms using the Fame files, are covered under Host Environment Inter-

relationships (Section 1I. 4). The maintenance of file storage is often pro-
vided e:-clusively by the operating system although in some cases it is accom-
pphshed by the data management system which can provide checks for avail-
able storage space, terminate the run if space is not avaiiabh, and then pro-
vide regenerated storage- spac through a utility or subprogran•. A more



complete list of DMS monitoring and error detection attributes is described
in DMS System Control (Section II. 3).

C. Interrogation

The interrogation of a data file takes place in three basic steps: the
selection of data based upon the satisfication of user specified conditions, the
extraction of the selected data, possibly for optional intermediate processing
such as sorting or summarization; and the formatting of the results into re-
ports or into a machine readable form for further processing. Many systems
refer to the.se steps in three separate sets: data selection, data extract, and
report formatting. The characteristics of other features which can be pro-
vided by the interrogation function, such as sorting and generating files for
further processing, are als: included in this section.

The explicit capabilitie3 of the language used in the interrogation
function for data selection and transformation, provided by the logical and
arithmetic operators, operands, connectors and conditional expression tea-
tures, are described in Language Attributes of Self-Contained System (Sec-
tion II. Z. d). In self-contained systems (systems containing a built-in pro-
cessing algorithm to obtain user specified information so that he does not
have to program or control the steps ýhe system must use to process .,is re-
quirements), although these language attributes are more closely identified
with the interrogation function, (hey are usually available to the file update
and creation data selection processes. The difference in language opera-
tions among the functions pertains to the action statements used after the data
has been selected. These attributes must be treated separately.

The action statements used by the update function control the change
in value content to be made at some level in the data file. Those used by in-
terrogation cause data to be extracted and placed either into report form or
into machine readable form possibly after intermediate processing. These
actions are essentially non-procedural, for instance, such actions as the

j control of data transfer between levels of memory are not controlled by the
user but are built into the self-contained system in the form of an implicit
processing algorithm. However, some self-contained systems provide ex-
plicit statements to open and close files, to initiate data transfer, or to
store data in temporary areas in high-speed memory. In a host-language
system, the user usually programs the series of conditsons and actions which
define the process by which the information required is to be generated. In
this chapter, the attributes described are mainly characteristic of a self-
contained system, although in some host-language oriented system-, similar
facilities may be provided for non-procedural interrogaton or 7 on-proce-
dural report generation.

Attributes of the data selection process described in this chapter
are ir,'erred from the capabilities of the language used for data selection.
They characterize the ability of the system to locate a specifit d element of
data at a specified level of logical organization. This ability is the direct
result of the degree of precision attainedt by the conditional expression in
establishing search 'riteria. A conditional expression for instance, may be
"composvd in such a way that any item from any hierarchical level in a file
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may be located or that once an item in a particular group has been found, all
groups subordinate to that group quaiified by the search tem can also be lo-
cated for further processing. Other attributes of data selection include the
system facility used for this process (like the update function, the interroga-
tion function may be accomplished through several processing modes within
the system) and the actual language statements used for data selection.

Data extract is often not clearly delineated in the analysis of a sys-
tem because selection and extract are not mutually exclusive. Often extract
is regarded as essentially the copying of selected data before it is formatted
into a readable report. In other cases, the term "extract" is treated synon-
ymously with "select" and both head the same set of attributes. However, the
two concepts can be more clearly separated for the purpose of analysis by
postulating two different sets of attributes. Selection may be said to involve
the depth of the search achieved within the limitations imposed by the rules
and language tools available for composing a conditional expression. Fx-
traction involves considering which quantities at each level (item, group,
entry, file) can be searched for and placed in the 2,eport or output file. Ex-
traction also decides how many files or reports associated with the same file
can be output for the same conditional expression. The allowance for mul-
tiple outputs may also involve deciding the direction of data to different out-
put media.

Output presentation is the formatting of the results of the user queries
into readable reports or into a machine readable form for further processing.
This section describes the two modes of output usually present in a DMS and
enumerates the possible report formatting capabilities of each wlý-ch can be
provided by the DMS. On-line, off-line capabilities are also mentioned in
that this capability :,hould be available on multiple and diverse output devices;
a more complete description is given in Host Environment Interrelationships
(Section II. 4).

The two modes which can be specified within a system are the stan-
cdard system supplied formats which are an integral part of the system and
can be provided to the user either automatically or upon request, and the
user composed report mode (also called the report generation mode) which
provides a means for the user to compose his own output formats and can be
tailored to provide the exact outpai formats and contents desired The re-
port generation mode can, for instance allow the user to cause the output
to conform to preprinted or to extremely wide output forms. Both modes
can be available under recurring scheduling (production at a specified fre-
quency) or demand scheduling. Validation and Lditing capabilities are also
available to both modes.

Specific attributcs of the standard output mode include:

o A standard set of report types, i.e. , the way in which all the data
is presented (tabular, row).

_j The autumatic calculation and adjuAtment of tiht fo, .uit parameter
to the output drvice: e. g. , coluin-width, tht- prt•sentatin of out-

"- - puts in balanced columns %. hich ,trv AutW11 Ati,',tlly adjuý,,td to the



number of characters in a line of output to correspond to the maxi-
mum number of characters per line that can be printed by the output
device.

"o Parameter specification - system can select and print headings pro-
vided by the user such as report title, column heading, date, time,
page numbers, etc.

"o Special functions. The system can provide functivns specified by the
user such as sums and counts of retrieved item names and values if
specified by the user; counts and tallies of given item occurrences;
statistical operations on given values, and editing and decoding op-
erations.

The report generation or user composed report mode relies on spe-
cific report creatioa capabilities provided by the DMS to the user for the data
to be output. These capabilities can include:

o The use of literal values and item values for headers.

o Pagination control, whereby the DMS provides for user specified
parameters for controlling and numbering individual pages of an
output report. Examples include starting page specification; the
user is allowed to specify the starting page number and the incre-
ment to be used in determining the page number of succeeding pages,
page break; the user is allowed t,: specify certain methods to stop
printout on a given page and begin a new page independent of speci-
fied line counts.

o Data reduction features, whereby DMS allows user specified sums,
counts and statistical operations to be performed on specific item
names or values.

o Page headers and trailers.

o Outputs, whereby DMS allows user to cause multiple copies of a
report or to cause output to conform to certain output forms.

o Special outputs, whereby DMS provides to user upon request special
outputs such as job summaries either on high-speed printer or at a
terminal.

Other capabilities which can be performed by the interrogation func-
tion enable the user to produce or create data values and retrieval specifica-
tions at one point in a sequence of operations to be used at a later time, e. g.,
during output presentation. This capability includes the production of tem-
porary files which -an be used as an input file in another statement or to
produce additional copies of previouu outputs -, reports; the creation of pre-
stored retrieval specification; the modification of those specifications; and
the parameterized execution of those specifications.
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d. Language Attributes of Self-Contained Systems

This section identifies the possible capabilities of the data handling
languages provided by the self-contained system to its functions concerned
with selecting and transforming data. A system may have multiple 'languages
or sub-languages which vary in foi.n. These forms can be divided into four
types:

"o Narrative - an English-like language form which, though having syn-
tactic descriptions, resembles English sentences.

"o Keyword - a language form consisting of a sequence of attribute-
value pairs. Languages for systems that operate in an interactive
mode are usually of this type.

"o Separatci - a language form like the keyword form whereby there is
a keyword followed by a sequence of attribute-values separated by
some special character.

"o Fixed position - language form in which each element of the defini-
tion appears in a fixed position (e. g., punched card column) on an
input medium. Often a preprinted form or questionnaire is provided
to simplify the user's task.

The major portion uf this section describes the procedure oriented
capabilities that the language(s) may possess. Included are arithmetic and
logical capabilities of the language as performed by conditional and arith-
metic expressions. The composite elements of such expressions are iden-
tified:

o Operands

A data entity upon which an operation is performed. It may be sim-
ple, i.e., a literal value, an item or the results of some computa-
tion, or it may be a combination of simple operands. When the
values of two items are compared, the two operands may be differ-
ent items or the same items. They may be selected from the same
logical entry or from two different logical entries.

o Operators

The devices used for expressing the relationship between operands.
This includes conventional and special comparators, functional op-
erators, arithmetic operators, data reduction operators, Boolean
operators and geographic search operators by which item values in
geometric area, can be located based on geographical coordinates.

o Complexity of Fxpressions

The level of complexity of expiessions indicates the number and
variety of combinations of expressions. This capability involves
the provision for compound logical expressions, levels of nesting
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within expressions, quantitative limitations on formation of com-
pound expressions from simple expressions and mixed mode ex-
pressions.

The following segment provides a detailed bzeakdown of DMS attri-
butes kelative to data manipulation functions.
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SII Data Manipulation Functions

A. File Creation

1. Input file definition

a. System specified format required
b. User specified format permitted
c. Same facilities provided for definition of master file
d. Same facilities provided by update function for defining

transactions
e. User can specify access method for input file
f. Data and storage structure definition performed in single

task

2. Allocation of media space

a. Operating system facilities provide for:

(1) Space allocation for input file
(2) Space allocation for master file
(3) Interchangeability of device type
(4) Overflow areas
(5) Diagnostics

b. Utility programs provided
c. User specifications required:

(1) Device type
(2) Blocking method
(3) Space reservation for:

(a) File size
(b) Overflow area
(c) Working area

3. Provision of input data file

a. Acceptability of input data files generated on other compu-
ters or under different operating system:

(1) Foreign files accepted
(2) Physical media:

(a) Magnetic tape
(b) Disc
(c) Other

b. Acceptability of files produced by other system processors
within the operating system under which the DMS operates:
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(1) COBOL
-(Z) FORTRAN
(3) PL/1
(4) ALGOL
(5) Other

c. Acceptability of input data constructed from existing system
files by the use of the interrogation function

d. Acceptability of input data as a stream of transactions
e. Hardware environment:

(1) DMS can accept input data from the following local se-
quential devices:

(a) Card reader
(b) Paper tape
(c) Magnetic tape

(2) DMS can accept input data from local keyboard devices
(3) DMS can accept input data from the following remote

seqjential devices:

(a) Card reader
(b) Paper tape
(c) Magnetic tape

(4) DMS can accept input data from the following local di-
rect access devices:

(a) Drum
(b) Disc
(c) Data cell

(5) DMS can accept and incorporate format descriptions
for input data from:

(a) Card reader
(b) Paper tape
(c) Magnetic tape
(d) Keyboard device
(e) Drum
(f) Disc
(g) Data ce l1

(6) DMS can accept and incorporate file descriptions from:

(a) Card reader
(b) Paper tape
(c) Magnetic tape
(d) Keyboard device
(e) Drum
(f) Disc
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(g) Data ce 1l

(7) DMS can accept and incorporate file descriptions from
a remote:

(a) Card reader
(b) Paper tape
(c) Magnetic tape
(d) Keyboard device

f. Multi-file input capabilities
g. Format requirement',:

(1) Direct correppondence between the sequence of the in-
put data and the logical organization of the file to be
gene rated

(2) Several different formats for the input data during file
creation are permitted

(3) If data is in machine readable form, system can review
it to determine transformation, restructuring or editing
requirements

(4) File may be prepared through use of interrogation func-
tion

4. File population

a. Accomplished through update function
b. Accomplished through separate creation function
c. Validation facilities provided-

(1) Item value validation criteria (see Data Definition)
(2) Sequence check of entries
(3) Size check of entries

d. Data transformation:

(1) Transformation of item values
(2) Encoding, decoding of item values
(3) Reordering of items, group, entries

e. Monitoring and error detection facilities provided during
4,• file population

5. Creation function monitoring

a. System detected errors
b. Operating system detected errors
c. User specified conditions for error detection
d. On-line corrections permitted
e. Batched corrections permitted
f. System statistics reports
g. Restart and recovery procedures provided
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h. Run history of recognized errors provided

B. File Update

1 More than one update mode exists within the system character-
ized by differing:

a. Functions
b. Languages
c. Input media
d. Amount of user control

2. Sources

a. Input medium for transaction (see FILE CREATION, Pro-
vision of Input Data File)

b. Batch processing may use:

(1) Prestored information:

(a) Transactions
(b) Transaction definitions
(c) Transaction programs
(d) File update procedures may be prestored:

(1 In source form
(2 In object form (system library)

(e) Prestored update procedures may be modified
either permanently or temporarily:.

(1 Stored library form (the procedure as stored
on the library is modified and the change is
permanent)

(2 Temporary modification can be made at run
time and is effective only for the current run

(f) Parameterized procedures can be prestored and
the parameters entered at execution time

(2) At the beginning of the transaction stream:

(a) Transaction definitions
(b) Transaction programs

(3) In the transactions:

(a) Transaction definitions
(b) Transaction programs

c. Remote terminal processing may use:

44



(I) (Same as II-B-Z-b above)

d. T'ransaction ordering:

(1) User responsibility required by the system:

(a) For all processing modes

(2) Transactions can be processed in any order
(3) System performs presort

3. Transaction definition

a. Facilities described under Data Definition available to
transaction definition

b. Format and placement:

(1) Format(s) used (fixed, tabular, narrative, etc.
(2) System required format
(3) Separation of transaction and transaction definition

required
(4) Format and placement requirements differ according

to:

(a) Update mode used
(b) Transaction data element defined

(5) Data mapping is a function of transaction definition
(6) Data validation features provided
(7) Data editing and transformation features provided

4. Transaction program

- a. Facilities described under Language Attributes of Self-
Contained Systems available to the transaction program

b. Format and placement:

(1) Formats used
(2) System required format
(3) Separation of transaction program and transaction

definition
(4) Format and placement requirements differ according

to update mode used

c. Data mapping is a function of the transaction program
d. Data va.lidation features provided
e. Data editing and transformation features provided

3. Data access and manipulation

a. Data access:
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(1) Automatic capabilities (no user specification):

(a) Automatic trt.nsaction and entry access by match-
ing identifiez

(b) Automatic file reading
(c) Automatic file writing
(d) Automatic capabilities differ according to update

mode used

(2) User control:

(a) File reading:

(1 User control requireraents differ according
to update mode used

(b) File writing:

(1 User control requirements differ according
to update mode used

b. Data selection:

(1) Achieved through statement of logical relations to be
satisfied before the transaction is applied to the file:

(a) Conditional expressions used:

(1 Capabilities described for conditional ex-
pressions listed under Language Attributes
of Self-Contained Systems available to data
selection process

(2) Achieved through matching of transaction and entry
identifiers with no further specification of data selec-
tion criteria

c. Data change operations:

(1) Data manipulation facilities described under Language
Attributes of Self-Contained Systems available to data
change process

(2) Arithmetic changes:

(a) Use of literals; e. g., add (100, 000) to population
where 100, 000 is a literal and population isa
name

(b) Computation of a new data value (the capability to
compute a new data value from other data values)

(c) Arithmetic operators used include: *, +, /, *:
(d) Arithmetic changes can be performed on value

contained in all occurrences of a specific item
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(e) Specific errors detected by the system during
arithmetic change attempt

(f) Supplemental information reported by the system
during arithmetic change attempt

(3) Non-arithmetic changes:

(a) Insert (the capability to insert physical values,
sets of values, or entries to a file that has pre-
viously defined their kogical counterparts) of:

(1 Item:

-a- Update mode(s) used
-b- Data change operators used
-c- Specific errors reported by system dur-

ing item level insert
-d- Supplementa' information reported by

system during item level insert
-e- User specified errors or information to

be reported
-f- User specified course of action under

predefined conditions

(2 Group:

-a- Update mode(s) used
-b- Data change operators used
-c- Specific errors reported by system dur-

ing group level insert
-d- Supplemental information reported by

system during group level insert
-e- User specified errors or information to

be repo.-ted
-f- User specified courses of action

(3 Entry:

-a- Update mode(s) used
-b- Data change operators used
-c- Specific errors reported by system dur-

Sng entry level insert
-d- Supplemental information reported by

system during entry level insert
-o -e- User specified errors or infozmation to

be reported
-f- User specified courses of action

(b) Delete (the capability to delete physical valucs,
"sets of values or entries to a file that has pre-
viously defined their logical counterpartb) of:
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(1 (Same as those listed under II-.B-5-c-3-a)
o

0 (c) Replace (the capability to replace physical values,
sets of values or entries to a file that has pre-
viously defined their logical counterparts) of:

(I (Same as those listed undar II-B-5-c-3-a)

(d) Identifier changes for:

(1 (Same as those listed under II-B-5-c-3-a)

6. File update monitoring and error detection facilities:

a. System detecte,-d errors
b. Operating system detected errors
c. User specified conditions for error detection
d. On-line corrections permitted
e. Batched corrections permitted

0, f Run history of recognized errors provided
"g. List of rejected transactions provided
h. System statistics reported
i. Audit trali features provided
j. Backup file features provided

< k. Maintenance of file storage during update:

(1) Performed by operating system
(2) Performed by the DMS

C. Interrogation

Q Query Language:

a. Sufficient reperitoire of comparators and connectors is
provided including:

(1) Operators
(2) Logical comnectors

b. Expressions entail:

(1) Complex expressions
(2) Levels of nesting
(3) Combined expres~sions
(4) Mixed arithmetic /boolean expressions

c. Sufficient mathematical functions are provided
d. Procedural language actions:

(I) Open and close of files
(2) D-4ta transfer between levelc, of r-wrniory
(3) Sp-cification of arithmnetic flmctirnsk
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(4) Definition of temporary storage in high-speed memory
(5) Statement labeling
(6) Statements transferring execution control
(7) Statement looping

2. Data Selection

a. System facility used
b. Data selection statements available
c. Depth of search:

(1) Locate specIfied data element from any level in logical
organization of the data base:

(a) Retrievr from a specified instance of a repeating
group

(b) Retrieve from all repetitions of a repeating group

(2) Distinguish between the absence or presence of data
values at any level of data

d. Capability to terminate a search based on a specified num-
o •ber of group instances qualified
o e. Capability to use the results of a single selection as input

values to a subsequent selection
f. Capability to locate groups of data that satisfy search cri-

teria and allow the use of the following rules to define re-
lated data groups that qualify for retrieval:

(1) Locate only those 'nstances of a group whose item
values satisfy the search criteria

(2) Locate a superior group only if all instances of a sub-
ordinate group satisfy the search criteria

(3) Locate a superior group if at least one irstance of a
subordinate group satisfies the search criteria

(4) Locate all subordinate groups of a qualified group
(5) Locate a superior group based on a subordinate group

that is more than one level removed
(6) Locate any group related to a group that satisfies the

search criteria
(7) Locate those instances of a group whose items do not

satisfy the primary search criteria but satisfy alter-
nate or secondary search criteria

Si. Data Extract

a. System facility used
b. Data extract statements available
c. Data elements extracted (data value)
d. Attributes of data element other than data value whiO. car,

"be extracted:
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(I) Name
(2) Type
(3) Length
(4) Date stamp
(5) Existence status
(6) Other descriptions stored at data definition time

e. Extract data elements used as search criteria in conditional
express-ion

f. Extract text through:

(1) Association with formatted data
(2) Content based on search criteria

g. Mltiple routing of user-selected outputs
Ih. Op onal routing or output to devices other than user' s

te rn• hal
i. Cpablify to extract particular sets of data values for addi-

ti,*nal processing (e. g., sorting) based on the evaluation of
the conditional expression

4. Storage and Recalling of Interrogation Statements

a. Statements may be stored, recalled aid modified for one
use only

b. Statements may be stored, recalled, modified and restored
under a new name for rrm'lttpie uses, without destroying the
original statement

c. Statements may be stored and recalled with the user supply-
ing parameters to complete the query at execution time

d. Statements created for later execution can be composed:

(1) At a console
(2) Ina batch mode

e. User can request execution of a pre-stored query directly
from:

(1) Remote consoles
(2) Local consoles

f. Statements composed on-line are:

(1) Executed directly
(2) Batched for execution
(3) Both

5. Temporary File Creation

a. Establish a t rnporary file for additional processibtg which
is a subset oi and has the same logical structure as the file
from which it was produced for additional processirn:
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(1) Temporary file can be used as an input file in another
function or output presentation

b. Establish a temporary file which is not the same logical or
physical structure as the system file:

(1) Temporary file can be used to produce additional

copies of previous outputs or reports

6. Report Formatting

a. Standard node - output presentation in selectable standard
formats:

(1) AvailabLe under demand scheduling
(2) Available under recurring scheduling (outputs produced

at a specified frequency, e.g., daily, 3 times daily,
weekly, etc.)

b. Report generation mode - ability for user to compose de-
sired outp,,t formats:

(1) AvAilabJe under recurring scheduling

(Z,) Availale under demand scheduling

c. User can specify:

(1) Recurring echeduling for standard mode output
(Z) Recurring scheduling for report generation mode output
(3) Dcmand scheduling for standard mode output
(4) Dernanx scheduling for report generation mode output

d. All validation and editing capabilities are available in:

(1) Standard output mode
(Z) Report generation mode

e. Output presentation capability includes as a library function
the ability to compose:

(1) Cover pages
(2) Title pages
(3) Distribution lists
14) Special handling instructions

f. On- line /off-line capabilities provided:

(1) On-line output media:

(a) Typewriter
(b) Display

c(z) Teletype
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(Z) Off-line output media:

(a) Tape
(b) Disc
(c) Printer
(d) Card punch

(3) Audio:

(a) Spelled voice
(b) Spoken voice

(4) Automatic conversion to account for the specific char-
acteristics of any given device is provided:

(a) Standard method for representing characters that
do not exist on the device is included

7. Standard Output Mode Features

a. Standard formats are:

(1) Parameter-driven
(2) Invoked by name

b. Standard report set includes the following report types:

(I) Tabular-column presentation of data
(2) Row-oriented (a simple row-by-row liat of data values

with indentation to indicate their position in the hierarchy)
(3) Functional formats:

(a) Presentation of counts
(b) Summations

(4) File format (a presentation of the names and relation-
ships of the levels of the file)

c. Automatic formatting capabilities include:

(1) Column/row width
(2) Column/row spacing
(3) Line width
(4) Number of lines per page
(5) Above parameters can be automatically calculated and

adjusted to the output device capacity
(6) User can specify parameters for the above formats as

an override option

cd. User can s•pec iry the following parameters when initiating
lek- standard forroats,
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(11) Report title(s)
(2) Security classification:

(a) User authorization
(b) Highest classification of output data

(3) Date or as-of-time
(4) Page numbers
"(5) Column headings:

(a) Item name (item name appears at head of column
of its values)

(b) Query specified (user specified title replacing
or added to the item name)

(c) Data description title (heading other than item
name specified in the data description)

(6) Trailer information (information provided at bottom of
each output page, e. g., page number and security
classification

(7) Table of contents based on report titles

e. Special functions which can be selected by user:

(1) Counts of item occurrences
(2) Counts of unique item values
(3) Counts of particular item values
(4) Counts based on conditional queries
(5) Sums of particular item values
(6) Percent total
(7) Different reports (system can generate different re-

port formats from one retrieval statement)
(8) Multiple copies (system can provide more than one

original copy of the same report)
(9) Statistical functions of item values:

(a) Mean
(b) Median
(c) Mode
(d) Standard deviation

(10) Editing functions
(11) Decoding functions
(12) Capability to override decoding transformations (ob-

tain stored data value)
(13) Subtotals
(14) Subcounts

S8. Report Generation Mode Features

a. Headers - 4he capability to employ for titles, row headers
and column headers, the following:
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(1) Literal values
(Z1 Item names

b. Positioning - the capability to specify for titles, column
headings, row titles and items, the following:

(1) Vertical position
(2) Horizontal position
(3) Data value position
(4) Right-justification
(5) Left-justification

c. Pagination specification - the capability for the user to
specify the following parameters:

(1) Starting page
(2) Page increment number
(3) Page number
(4) Last page
(5) Location of page number
(6) Page break on:

(a) Sort key
(b) Value of a sum
(c) Number of lines on a page
(d) Particular count value
(e) Output form

(7) Termination of output based on:

(a) Number of pages
(b) Number of lines
(c) Item values

(8) In the absence of these specifications, several standard

options are provided

d. Data reduction features include:

(1) Maximum item value
(2) Minimum item value
(3) Statistical functions of specified item values:

(a) Mean
(b) Median
(c) Mode
(d) Standard deviation

"(4) Counts of item occurrences

(5) Counts of all unique item values
(6) Counts of particular item values
(7) Sums of all occurrences of an item
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(8) Percent total

e. Page headers and trailers include:

(1) Security classification
(2) Page number
(3) Date
(4) Time
(5) Report titles
(6) Table of contents
(7) Column headings:

(a) Item name/number
(b) Title specified in query
(c) Title for column heading in data description

f. Outputs

(1) Use of preprinted forms
(2) Spread sheet output (e. g., output is two physical pages

wide)
(3) Different report formats from one retrieval
(4) Multiple copies of a report from one retrieval

g. Special outputs available upon request:

(1) Control file reports:

(a) List of stored procedures
(b) Specific logical file organization
(c) Items in a specified group
(d) Data definitions of:

(I Coding
(2 Transformation
(3 Validation criteria

t(4 Security

(2) Job summaries:

(a) Rejected data
(b) Validated transaction data
(c) Invoked procedures
(d) Error conditions
(e) Statistics (e.g., number of entries processed,

volume of transaction data, etc.

D. Language Attributes of Self-Contained Systems

S1. Language Form:

a. Narrative
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b. Keyword
c. Separator
d. Fixed position
e. User defined changes to the language:

(1) Synonyms for verbs
(Z) Syntax changes
(3) Semantic changes

2. Language Operands

a. Simple operands:

(1) Item
(2) String value
(3) Numeric value
(4) Variable
(5) Functions
(6) Square root
(7) Natural logarithm
(8) Results of computation
(9) Trigonometric:

(a) Sine
(b) Cosine
(c) Tangen#
(d) Arcsine, arccosine, arctangent

b. Compound operands:

(1) Any combination of simple operands
(2) Different group instance; same item
(3) Different entry; same item

c. Transformation of standard operands:

(1) System can transform the following operands to pre-
sent them consistently with their file counterparts:

(a) Date
(b) Time
(c) Tempe rature
(d) Location
(e) Pressure
(f) Distance
(g) Volu-ne

3. Language Operators

a. Basic relational operators:

E(1) qual
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(2) Not equal
(3) Greater than
(4) Less than
(5) Greater than or equal
(6) Less than or equal

b. Special operators:

(1) Greater than but not blank
(2) Less than but not blank
(3) Character pattern
(4) Absence
(5) Between
(6) Mask match
(7) Maximum / minimum
(8) Empty
(9) Increase/decrease

c. Functional operators:

(1) Increase
(2) Decrease
(3) Product
(4) Sum

d. Arithmetic operators:

(1) =
(2) +
(3) -

(4) /
(5) •
(6) **

e. Mode of computation permitted:

(1) Floating decimal
(2) Decimal
(3) Integer

f•. Reduction operators:

(1) Count
(2) Total
(3) Ave rage
(4) Partials (subtotals, aubcounts)

g. Logical connectors:

(1) AND
(2) Exclusive OR
"(3) Inclusive OR
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(4) NOT

h. Geographic search:

(1) Circle
(2) Convex polygon
(3) Concave polygon
(4) Straight-line intersections
(5) Combinations of the above

4. Statistical Operations

a. Calculate:

(1) Arithmetic mean
(2) Mode
(3) Median
(4) Standard deviation of a field

b. Count:

(1) Number of unique values of a field
(2) Number of occurrences of a particular field value

5. Conditional Expressions

a. Types of conditional expressions permitted:

(1) Logical
(2) Arithmetic
(3) Boolean
(4) Combination of the above

b. Natural evaluation of expressions (e. g., left to right scan
of the following symbols: (), *, -, +, and exponentiation)

c. Complexity of conditional expressions:

(1) Capability provided to mix arithmetic and boolean ex-
pre s sions

(2) Operand may be mixed mode
(3) Number of conditional expressions that can be com-

bined directly
(4) Number of levels of nesting using parentheses
(5) Minimum of 40 operators and operands per expression
(6) Con-pound conditions on same item within expression
(7) Precet;n-c" rules for logical connectors within ex-

pression
(8) Logically connected conditions on several items but

with the same reference quantity within expression

d. Conditions riay be specified for:
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(1) Items
(Z) Groups
(3) Entries

e. Expressi•on can be given an identifier
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3. DMS System Control

DMS system control involves the ability of the system through its com-
munications and housekeeping capabilities to be both controlled and used ef-
ficiently and to be evaluated for the planning of modifications directed toward
improving its performance, Pertinent capabilitie.s. include monitoring, error
recording, restart and recovery procedures, and security. Scheduling capa-
bilities in multipr. -essing, multiprogramming and multi-user environments
are outlined in HosL Environment Interrelationships (Section II. 4).

The monitoring capability provides an optional recording of DMS activity.
Recording control pertains to the use of recording categories which define a
particular collection of events to be recorded. Every event to be monitored
in the DMS is assigned to a category. The highest system recording category
records all events defined. Lower categories record a particular subset of
specified events. A system usually provides for varying the recording fre-
quency based on the system recording category in operation or upon such
criteria as specific time of day and specific sampling period.

Information gathered covers two categories of system use, data base
access and program module use, and can cover both general statistics and
specific facts. The general statistical information prove4ied by monitoring
are tallies o" events such as total items retrieved and tallies of the number
of consoles in use and the number of disc seeks issued; total times for events
such as total time for processing a rpecific job or total time required to
search the file; and standard job accotuting or job history which may supple-
ment standard operating system accounting.

Specific information can be provided by two modes of monitoring: de-
mand and background. Demand monitoring invdves the surveillan:ce of a
condition or conditions specified by the system manager and provides for
both standard and specialized queries Of nystem activity at the discretion of
the system manager.

Standard queries report on such system activity as what devices and
modules are currently in use, what type of file is being accessed, what users
are currently active and what amount of working storage is available. Spe-
cific queries single out particulars of system activity such as data accessed
by a specific user within a given time period o0 the time of the la•,t update
performed on a specific file.

Background monitoring occurs on a continuing basis in order to maintain
system regulations. It informs the system manager of the existence of ab-
normal system use such as attempts to access the data base illegally or the
reasons for abnormal termination of runs.

"Ihe DMS should also ha-e an error recording capability which provides
for data base accountability, the assurance of processing integrity, the full
identification of errors and the correction of error conditions. All user
initiated communications including data input is subject to system error de-
tection and validation, including checking for format, syntax and semantics.
The DMS should b•- abl.e to record errors by the operating system such as
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hardware igenerated errors. The provision for diagnostics is also important
to assist the system user in checking out new procedures and developmental
files. This provision is actualLy a test mode of operation which facilitates
debugging operations as well as protecting the system against possible simple
and catastrophic failure s resulting from test failures.

The DMS should have capabilities necessary for the recovery from in-
terrupts and from programmer, operator and hardware errors. To provide
for the event of catastrophic failures, the system should also be able to main-
tain a backup data file.

Another pertinent attribute of system control is the provision of security
features to protect the information contained in the data base from illegal
access. These features can include restriction of access through invoking
read/write protection at various levels of data, automatic destruction of data
on any storage device in the event of imminent compromise, the automatic
clearing of any area of core containing classified information immediately
after the last use of that information, and the assignment at file definition
time of access locks or security codes to files, entries, groups and items.

Of further interest to the user are the time security clearance takes
place, the levels of data at which security restrictions can be defined by the
user, the extent of security restriction application (data access and/or data

410 modification), and the sec~urity clearance procedure to be satisfied by the
user himself before he can execute any data handling statements.

The following segment provides a detailed breakdown of DMS attributes
associated with DMS system control.

v 6
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III. DMS System Control

A. Monitoring
/

1. Recording Control

a. Capability for user control (user can specify types of events
to be recordedl)

b. Numb,,,r of recording categories provided
c. Capability for system to vary the recording frequency based

on:

S(1) Time of day

(2) Time interval
(3) Sampling rate

•.(4) Sampling pe riod
(5) System recording category in operation

2 . General Information Recorded

a. Capability for generating and recording the following types
"of statistics:

(1) System tallies:

(a) IUem retrieved - count of the number of items
retrieved

(b) System module executed - a xist of which system
modules have been ,xecuted and how often

(c) Device usage - tallies of the number of consoles
in use and the number of disc seeks issued

(d) Input transactions - a tally of the number of
transactions applied to a file anC oi those trans-
actions which were rejected

(2) System event times:

(a) Job execution - total time for processing a spe-
cific job

(b) System module execution - total processing time
for each system module used

S(c) Data access - total time required to search the
file

(3) Job history:

(a* Capability to provide a Hiatoty of all DMS jobs
on demand

(b) History information includes:

(1 Programmer definition
(2 Job time:
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-a- Time on
-b- Time off
-c- Duration

(3 Job termination:

-a- Successful
-b- Unsuccessful
-c- Abnormal termination reason

(4 I/0 time by I/O event
(5 CPU time by task
(6 DMS modules executed by execution sequence
(7 O/S modules executed by execution sequence
(8 1/O device usage by access sequence
(9 Data accessed or modified

(10 Record of operator intervention

(c) Capability for off-line storage of historical data

3. Specific Information Recorded

a. Data base access:

(1) Capability to record for any level of data, the following:

(a) Who initiated the access
(b) What program modules were employed, includ-

ing, for each employment:

6 (1 Time in

(2 Time out

(c) What level of data was accessed

(2) Capability to define new data to be collected
(3) File backup capability for recovery purposes or statis-

$ tical analysis

b. Program modules:

(1) Capability to obtain for each program module used:

(a) User identification
(b) Initiation time
(c) Termination time
(d) Other information as needed

4. Monitoring Levels

a. Provision for demand monitoring
b. Frovisign for background monitoring on a continuing basis
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(1) Demand monitoring:

(a) Standard queries:

(I What queries are currently active
(2 What type of file is being accessed
(3 What is the classification of the file being

accessed
o (4 Amount of working storage available

(5 Which devices are currently in use

(b) Specialized queries:

(1 Capability to specify:

-a- Which events are to be recorded
-b- Conditional recording of events
-c- Dynamic overriding of recording

(Z Specialized queries can include:

-a- Itemization of all users who have acces-
sed a specific file within a given time
period

-b- Time of last update performed on a spe-
cific file

"-c- Person who performed the update
-d- Data accessed by a specific uaer within

a given time period
-e- A list of all files currently in the system

and their classification, size and resident
storage device

-f- A list of all users authorized access at a
given security level and all files included
"in this classification

-g- Itemization by name of all procedures
created by a specified user, providing
them for selective viewing on a CRT
termiAil

(2) Background monitoring

(a) Capability for system manager to monitor the
system for in;-,tces of abnormal system use:

(1 Attempts to access uybtLt operation capa-
bi litie s

(2 Attempts to access the data base illegally
(3 Abnormal termination of runs

Y3. Error Recording
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System Detected Errors

Sa. Item values - includes invalid characters, incorrect numn-
ber of characters, invalid values, etc.

b. Transaction format - includes invalid field lengths, incor-
rect sequence of values, invalid transaction codes, etc.

c. Procedural statements - involves syntax or punctuation of
procedural statements

2. Operatirg System Detected Errors

a. Equipment malfunctions - hardware generated errors
b. Task or job specification errors - errors in requesting the

execution of a task or job, e. g., incorrectly naming the
program to be executed, incorrect device specification, etc.

3. Diagnostics Provided

a. Snapshot dumps of work areas
b. System program dumps
c. Breakpoint capability:

(I) Conditional termination
(2) Conditional execution

d. Trace of the procedural program
e. Indication when a file or procedure is not acceptable for

incorporation into the system
f. Trace of item values at any level of aggregation which is

being accessed

4. User Specifications for Dumps and Traces

a, User sp, .1 4d output media for dump or trace
b. Uzer can .ause dumps to occur or traces to begin and end

a oints within the processing which are:

4 6(1) Predefined
(2) Conditionally defined (when procedure is compiled)

* (3) Defined at execution time for batch mode
(4) Dynamically defined on-line

C. User specified amount of output from a dump or trace
d. User specified type of information that is made available

for each element of the dump or trace
e. User specified memory areas to be dumped:

(1) Absolute memory locations
(2) Symbolic rames of:

K (a) Jobs
(b) Procedures
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(3) Parts of jobs or procedures
(4) Several non-contiguous areas of memory by a single

dump command

f. User specified data base areas to be dumped:

(1) File names
(2) Group names
(3) Item names
(4) Several portions of a data base in a single dump state-

ment, e. g., two different files

g. User specified traces of:

(1) Procedures and subroutines
(2) Times:

(a) Start
(b) End
(c) Duration

(3) Input arguments:

(a) Name s
(b) Values

(4) Items updated:

(a) Item identification
(b) Old item value
(c) New item value
(d) Time of update

(5) System resources used:

(a) Type of resource, e.g., CPU component, tape
unitr (b) Specific identification of resource

h. User specified limitation of trace of:

(1) Procedures
(2) Data
(3) Resources

Si. User specified limitation of trace to:

(1) Specified occurrence intervals
(2) Specified logical conditions

3 ° (3) Specified maximum trace lengths
(4) Specified points for trace to begin or end in terms of:
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(a) Occurrence intervals, e. g., begin trace after
50th subroutine has been executed

(b) Times, e.g., cease trace after 10 minutes

C. Restart and Recovery

I . Detection and recovery provided from errors caused by:

a. Programmer
b. Operator
c. Hardware
d. System

2. Error messages contain recovery instructions automatically or
upon request

3. File backup capability for restart or recovery from data base
damage:

a. Generation of log file of transactions entering system from
terminals

b. Generation of log file of messages sent by system to ter-
minal

c. Storage needs for I-ackup, e. g., extra tape drives

4. Processing interrupt:

a. Processing may be abandoned at any time by the user
b. Processing of a user program may be suspended at any

time by:

(1) The system operator

(2) The user

c. Recovery from job suspension provided through:

(1) Full save provisions
(2) Full restart provisions

d. Processing can be terminated by user at other than normal
termination points

e. Portions of a program normally processed can be skipped
on a temporary (one time only) basis

D. Security Features

o1. Security restrictions can be applied at file definition time at:

a. File level
b. Entry level
c. Group level
d. Item level
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2. Security restriction applies to:

a. Data access
b. Data modification

3. Clearance takes place:

a. At the opening of the data base
b. At time of issuing data handling language statements

4. Clearance levels provided for any level of data:

a. Unclassified
"b. Confidential
C. Secret
d. Top secret

5. Number of access categories within each security level
6. Specification of a higher classification for an entire report than

the classification of the report components
7. Capability to have classification level names adjusted by the user
8. Capability to have classification level names abbreviated
9. Provision of an automatic destruction capability for:

a. All on-line storage devices
b. Remote disc packs
c. Remote tapes

10. Necessitation of physical intervention for destruction of:

"a. Internal storage
b. Non-internal storage, e. g., tape, disc

11. Provision of read protection for:

a. File
b. Entry
c. Group
d. Item

12. Provision of write protection for a:

a. File
b. Entry
c. Group
d. Item
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4. Host Environment Interrelationships

Identified in this section are the possible aspects of the data manage-
ment systen.ts dependency upon or Interrelationship with its host envirbn-
nment, that i.-, procedural language i.rogramming facilities, operating system
facilities, arnd hardware configuration.

a. Host Language Attributes

This section should pertain only to the study of systems which are
built upon procedural languages such as COBOL or PL/1 as opposed to sys-
tems providing only the self-contained functions described earlier (data defi-
nition, query, output presentation, creation and update) which do not require
conventional procedural programming. The programming facilities embedded
in the procedural language, which, is the host language, represent capabilities

- distinctly different from those of the self-contained functions. Attributes of
these facilities included here have been obtained exclusively from one source:
Feature Analysis of Generalized Data Base Management Systems, a report
compiled by the CODASYL Systems Committee in May 1971 (see Bibliography).
A thorough, well-organized explanation of the attributes of host language
programming facilities, which are merely outlined here, can be found in
Section 7 of this report entitled, "Programming Facilities.

b. Hardware Environment

Some systems are designed to operate only on one particular config-
uration, while others are designed to be machine independent. The attributes
identified within the area of hardware configuration include the following:

"o Minimum hardware configuration. When considering the minimum
hardware configuration which is used to support the system, the
processor involved, the minimum memory provided for both on-
line and batch versions, and the required hardware options must be

4 included. Such a consideration might find, for instance, that the
minimum configuration merely allows space for the operating sys-

4,* tem of the particular machine plus the particular DMS without pro-
vision for buffers.

"o Data base storage media. Attributes of storage media include re-
quired storage for the operating system alone, additional require-
mente for the data management system, and other secondary storage
supported for data base storage, e. g,, extra tape drives to allow
backup for restart and recovery from data base damage.

o Terminal equipment. Various types of terminal equipment are used
with on-line systems. Considerations should involve the terminal
types available, the number of terminal types that can be active at
one time, and the location of the terminal.
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c. Operating System

Data management systems rely on operating systems to varying de-
grees. Pertinent attributes of this relationship to be considered include op-
erating environment, scheduling, modes of processing available and software
interface.

o Operating environment. An important attribute of the operating en-
vironment is the method of scheduling a group of programs or run
units. Any single program may be in one of these states:

"o Running (being serviced by a CPU).

"o Blocked (unable to run because it is waiting for some other
action to be completed before it can be rescheduled).

"o Waiting (ready to run, but in a queue until the CPU or other re-
sources are available to it; it will enter into execution when it
has the highest priority of all other waiting jobs).

Depending upon the design of the operating system, there may be one
or several programs co-resident in the machine. They may be run concur-
rently or separately. They may also run for a fixed amount of time and be
terminated for rescheduling, or be rescheduled only when blocked. Three
categories can be used to describe such possible features:

o Uniprogramming system is one in which a program is initiated and
the scheduler component of the O/S does not start another program
until the first one is completed.

0 Multiprogramming system allows all three states of a program to
exist (running, blocked and waiting).

0 Multiprocessing system is one having more than one processor.
Each CPU of such a system can adopt the attributes of either a uni-
programming or multiprogramming system.

d. Scheduling

"Scheduling involves the ability of the operating system either to pro-
vide scheduling facilities in a multiprogramming, multi-user environment or
to supplement existing DMS facilities. The handling of the problem of con-
currency, when two or more users may be running programs which endeavor
to perform one or more functions (create, update, query) concurrently on the
same or different portions of the data base, must be considered. Can the
operating system, for example, handle the simultaneous creation of two
files? What methods are used so that concurrent functions can occur when

V• only one copy of the DMS exists? Can concurrent operations be performed
on different data files?

o Software facility interfaces. Outlined here are attributes of the
possible operating system functions available to the DMS which
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affect the way in which the DMS performs or is implemented. These
include input/output facilities, remote processing control and other
facilities such as sort/merge and the compiler used in host language
systems and for own-code routines in self-contained systems.

o Mode of system use. Modes of system use include interactive and
batch. These affect the way that data and procedures can be entered
and information retrieved. The interactive mode is of two types
which may be supplied by a system for some, or all system functions.
The fi.st type is the conversational mode, whereby a user engages in
a dialogue with the system, usually on a question/answer basis in
which he responds to system provided questions or options in order
to execute his request. It is found in systems that lead the user
through the steps of a terminal session, or upon request tell the user
what alternatives he has at a specific point in a terminal session.
The second tyj.ý of interactive mode is the prestore. It occurs when
the terminal user is allowed to examine data and prestored proce-
dures and to specify execution procedures, data, and/or parameters
that differ from those that were prestored. Unlike the case of the
conversational mode, the system does not actively assist the user.
He must know beforehand what to dc and how to do it.
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IV. Host Environment Interrelationships

A. Host Language Attributes

S1. Levels of Interface Provided:

a. Narrative or free form of writing down manipulation lang-
uage statements

b. Fixed tabular format (less scanning is required)
c. Call processing module (go directly to processing module,

no scanning, parsing, validation or interpretation of uata
manipulation language statement is required)

d. Machine oriented interface (statements reference data at the
detailed physical I/O level)

2. Programming Modes:

a. Input (the transferral of data from the data base to the
program)

b. Output (the transferral of data from program to data base,
used in file creation or add modification)

c. Update (encompasses input and output):

(1) System keeps track of generations of a file

d. Access mode restrictions (i.e., update can only be per-
formed on random file under COBOL)

3. Access Methods

a. Sequential
b. Random
c. User specified
d. No mode distinction made by the user

4. Method of Invoking Programming Facilities

a. Programming facilities can be invoked from any host
language

b. Method of interface is different from one host language to
another

c. Method of invocation:

(1) Call to control module
(2) Verb set

cd. Explicit exit required from host language

5, Language Fo -rm

a. Narrative
b. Fixed position
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c. Separator
d. Keyword

6. Addressable Data Structu.es

a. File:

(1) Referencing statement

b. Entry:

(1) Referencing statement

c. Group:

(1) Referencing statement

d. Item:

(1) Referencing statement

7. Program- System Communication

a. Currency (keeping track of current position in the data base):

(1) Single pointer
(2) Multiple pointers
(3) User must reset ail currency pointers in an update
(4) Pointers are maintained in terms of an internal identi-

fier for each group
(5) Pointers reference:

(a) Entries
(b) Current group (most recent group processed)
(c) Parent group of current group

b. Error handling
c. Selection criteria:

(1) Selection of data is accomplished by the association of
an identifier with the data manipulation language state-
ment

(2) Selection of data is accomplished by the association of
a conditional expression with the data manipulation
language statement:

(a) Conditional expressLun capabilities for selection

(3) Form and content of selection criteria:

(a, Logical and relat" enal operators
(b) Comparison of item values to:
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(1 Constants
(2 Ranges
(3 Other item values

(c) Existence conditions

(4) Seiection criteria appear in the data manipulation
language statement

(5) Selection is achieved through communication items
initialized by the user with values of identifier items

8. Security

a. Security clear.nice takes place:

(1) At time of oening part of data base for processing
(2) At time of issuing data manipulation statement

b. Program is linked to cniy part of the data base in a binding
process; the privacy of the rest of the data base is auto-
matically ensured

c. Security restriction is applied to:

(1) Data modification
(2) Data access
(3) Both

d. Security is based on:

(1) Authority level
(2) Need-to-know level
(3) Both

e. Security is defined at the following levels:

(1) File
(2) Entry
"(3) Group
(4) Item

9. Data Manipulation Language Statements

a. Control statements (no data movement is accomplished)
b. Open statement (begin processing of data file):

(1) Mandatory for referencing data
(2) Identification of part of data base to be processed is

required
(3) Identification of processing mode is required
(4) Different restrictions apply to opening of sequential

and direct access devices
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c. Close statement (finish processing data file):

(1) Open and close statements are required in pairs
(2) Different restrictions apply to opening of sequential

and direct access devices

d. Cmditional statements (modify sequence in which host
language statements are executed)

e. Data retrieval statements (data from data base is moved
to user working area with no change in data base):

(1) Locate and access statements:

(a) Separate statements required for locate and
access

"(b) Several retrieval options are avai1table based cn:

(1 Use of selection criteria
(2 Data level accessed
(3 Raadom or sequential access

(2) Simple access statements (used to make data available
in user working area after location is determined, no
selection criteria is used):

(a) Statements unnecessary (system already provides
general purpose locate and access statement)

(3) Hold or reprocess statements (retain data ;.n user work-
ing area for future processing or to lock out access by
another run before present run is finished)

(4) Currency reset statements (reset currercy pointers)

f. Data modification statements:

(1) Add:

(a) Add data to end of file

(b) Insert data into a file
(c) Populate a null file
(d) Different statements used to perform different

add capabilities

(2) Change (change item values within instance of entries
and groups which previously existed within tbe data
base)

(3) Delete:

(a) Group only
(b) Group and all dependent gro,•ps
(c) Group and optional dependent group.-.
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(d) Differmnt statements used to perform different
delete capabilities

(4) Reorder statements (reorder the sequence of entries
in a file or group within a logical string, e. g., sort)

g. Special purpose statements (handling data in a communica-
tions environment or in primary storage):

(1) Table handling capability
(2) Communications (transfer groups of items, called

messages or transactions between user working area
and queues often associated with external terminal
devices):

(a) Incoming transactions may be used to interro-
gate or update the data base

(b) Transfer of transactions is accomplished using
0 •the same statement provided for data base mani-

0, pulation

B. Hardware Environment

1. Minimum Hardware Configuration

a. Processors
b. Minimum memory:

•- 'C•" 11) Batch
(2) On-line

c. Required hardware options, e.g., decimal, arithmetic,
real time clock, drum storage, etc.

2. Data base storage media

a. Required storage devices:

(1) Operating systerm only:

"i< (a) Tape
"(b) Direct access devies

Addition for minimum data base ,,y;Aem-

(a) Random access devices only
(b) Any device mupported by thr, particular operat-

ing system
S(&) Tape

3. Tiu r '-i nal equiprrment
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a. Traffic volume:

(1) Maximum number of on-line consoles or terminals that
can be connected to the system

(2) Maximum number of consoles that may be active at a
given time

(3) Maximum number of on-line users who may have jobs
"being processed

b. Machine interface
co System start-up procedure:

(,) Manual (data phoned to remote site, verbal to compu-
ter operator)

(2) Automatic (interrupt compiler from on-line console)

d. System sign-off procedure:

q (1) Manual
(2) Automatic (sign-off s'.gnal to system)
(3) Console input message to remote computer operator

e. Equipment:

(1) CRT:

(a) Dark room required
(b) Output presentation:

(1 En masse
(2 Line-by-line

(c) Cursor:

(I Dest ructive
(2 Non-destructive
(3 Cursor can be positioned anywhere on the

screen
(4 Any display (contents of CRT screen) can be

printed by on-line user:

-a- Typed command (software):

-I- Remote printer
-2- Available printer

-b- Special purpose key (hardware):

-I- Remote printer

-2- Availsable printer

-c- Size of display:
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0 --1- Number of lines

-2- Characters per line

-d- AvailablP chAracter set

(2) Teletype:

(a) Char,-',-,- s per second
(b) Typing crrors corrected by:

( 1Backspace
(2 Erase character
(3 Delete line/command/query

(c) Noise level:

(1 Ne g lig ib le

(2 Otherwise

(3) Keyboard:

(a) System reserved keyboard characters not avail-
able to user

(b) Number of special command keys

"4. Recovery procedure for type or format error:

a. Correct a character
b. Correct a line
c. Entire procedure must be reentered

C. Operating System

1, Operating Environment

a. Uniprogramming system
Sb. M ultiprogram m ing system :

(1) Number of co-resident jobs
(2) Number of simultaneous jobs
(3) Dismissal of a program when it is completed, blocked

or has exhausted its time quantum
(4) Roll-in/roll-out techniques (more than one program

physically in main memory)

c. Multiprocessing

2. Scheduling

a. Data base integrity (protection from prop arns c':te rnal to
sy stere):
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(11 Operating system used to stop non-system accessing

b. Togram scheduling and interrupt handling:

(1) Operating system function used
(2) Special scheduling within the DMS

"c. Concurrency of operations:

(1) Concurrent operations on a data base may occur be-
cause:

(a) DMS allows more than one user to call simultane-
ously on the same or different functions

(b) Operating system allows more than one user to
interact with the same copy of the DMS

(c) Operating system allows more than one copy of
S~the DMS

(2) Concurrency during file creation-

(a) Two f'es can be created simultaneously
(b) The creation process on one file can be achieved

at the same time as other functions on another
file

(3) Concurrency with single copy (when only one copy of
DMS exists):

(a) One application program called by two users who
interact with different data files

2'.) One application program interacting with the same

data file, called concurrently by two users
(c) More than one application program interacting

with different cehta files

(4) Concurrency with multiple copies (when more than one
copy of the DMS is allowed within the operating system):

(a) Concurrent operations limited to one function,
e. g., multiple concurrent querying of a file, but
no concurrency of update

(b) Concurrent operations can only be performed on
different data files

(c) Concurrent operations can be per4 .ormed on both
the same and different data files

3. Software Facilities

a. Use of operating system facilities by the DMS:
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(1) Access methods (the basic I/0 facilities of the operat-
ing system)

(2) Task scheduier
(3) Loader link editor
(4) Space and resource management (includes allocation of

buffers and opening and closing of files)
(5) Communication facilities
(6) Additional features (sort programs, library utilities)
(7) Communications subsystems (terminal input and output

control)
(8) Polling and queueing of messages is done by the operat-

ing system
(9) Major scheduling of users is the responsibility of the

DMS

b. Other software:

(1) Compiler
(2) Sort/merge

4. Modes of System Use

a. Interactive mode:

(1) Prestored procedures (system does not actively assist
the user):

(a) Execution required directly from terminal
(b) All necessary parameters supplied from terminal
(c) Capability is available to which DMS functions

Pb. Conversational mode:

(11 Capability is available to which DMS functions
(2) Scenario driven (walk-thru)
"(3) User caa request tutorial assistance at any time
(4) User can suppress tutorial assistance at any time
(5) TutoriaLI can be added
(6) Tutorials can be deleted
(7) Tutorials can be modified

01 (8) User can change from one level of dialogue to another
at any time

(9) Specific tutorials provided for:

(a) File definition
(b) File creation
(c) File restructuring
(d) Language use
(e) Query formulation
(f) Output processing
(g) Error procedures
(h) Recovery procedures
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(10) Acknowledgemeant:

(a) Acknow|,edgement of all user-initiated dialogue
providrd optionally at the user' s request

5. Batched Processing

a. Multiple tasks

(i) Accumulation against a single file
(2) Accumulation against a given collection of files
(3) Processing of accrmulated multiple tasks may be done

in batch mode

b. Jobs may be entered through a remote terminal for:

(1) File generation
(2) Maintenance
(3) Retrieval
(4) Output

c. Jobs may be entered through a local terminal for:

(1) File generation
(2) Maintenance
(3) Retrieval
(4) Output

d. Composition of job request at a remote terminal
e. Composition of job request at a local terminal
f. Request library procedures from a remote terminal
g. Request library procedures from a local terminal
h. Parameters can be entered for a library procedure from a

local terminal
i. Library procedures may be modified prior to execution:

13• (1) Temporarily

(2) Permanently

j. System informs user when:

(I) Job is accepted
(2) Job errors are encountered
(3) Job is terminated

k. Maximurn number of active users that can operate simul-
taneously from remote terminals

" 6. DMS Transferability

a. System can be transferred between computers of the same
"family operating under the same and different versions of
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operating system, or even an entirely different operating
system

b. System can be transferred to operate on computers that are
not in the same family

c. User must modify his procedures when transferring to dif-
ferent computers of tho same family or a different compu-
ter family

d. User must transfer his data base from one type of storage
device to another, either on the same or different compu-
ters or translate his data from one representation to another

D. Documentation Availability

S1. System specifications

a. System description (overview)
b. Conceptual system description
c. Detailed design specification
d. Implementation specification

2. Operation documentation

a. User: T

(1) File design guide
(2) Language reference manual
(3) System analysis guide

b. System operation:

(1) Operators manual
(2) System maintenance
(3) System administrative procedures

V i8
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SECTION III

SOFTWARE TESTING ATTRIBUTES

1. INTRODUCTION

The initial question is: can a DMS be tested? The answer is yes: a
DMS can be tested in several ways. In fact, its various functions can be mea-
sured in perhaps more ways than there are functions, which poses a signifi-
cant problem in any DMS acceptance test or evaluation. What measurement
technique or techniques would be most appropriate based on the specific
user's requirements, objectives, and testing capabilities? Perhaps a sim.
ple listing of the attributes of a given DMS as implemented in a given com-
puter environment will suffice. On the other hand, the modeling or simula-
tion of implementation strategies may be employed so that performance data
can be inferred or direct measurements obtained through the use of bench-
mark programs.

The three abo,,e stated techniques illustrate the two basic varieties of
"ii. tests; those which are passive, i.e., do not involve the actual operation of the

DMS, and those which are active and actually measure the system whether in
whole or part. The passive variety of tests such as analyzing the attributes
of various DMSs would constitute a soft measurement. The results would be
qualitative based on the evaluator(s) judgment as to the degree to which sys-
tem attributes or the total DMS satisfy user requirements. The active series
of tests would quantitatively compare one DMS against another by measuring
the time expended in performing certain specified funcitions (file maintenance
and report generatihn, for example). These meastres would be considered
hard in that timings can be derived from the actual performance of the DMS.

This section, first, will discuss the importance of determining the cri-
teria against which each DMS is to be measured, Then, the type of testing
techniques, both active and passive, which can be used to measure the degree
to which each DMS satisfies the criteria will be considered. Each technique,
also, will be analyzed regarding its appropriateness and worth in the measure-
ment of specific DM3 attributes and a DMS in toto. Finally, a test methodology
will be destri-bed that will serve as a guideline to DMS test personnel in test
plan generation and execution.

This discussion of DMS testing and test methodology, however, will not
attempt, o evaluate the DMSs pr-ssently available. Evaluation implies a know-
ledge of specific user requirements, which axe unique for each installation.
It would be foolhardy to attempt to assign a value to each attribute, that would
apply in eacb and every c"-se. Instead, this paper suggests a methodology to
measure and test D1MSs and collect timing and performance data. 7he statis-
tics, so ga.thered. then become the basis for making an evaluation. The
collected data do not, however, of them. elves, identify the best system since
this depends on the user's particular requiremenits. A two step process is
involved and this paper addresses the first step.
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2. THE DMS EVALUATION PROCESS

Because Data Management Systems are unconstrained by any widely
accepted standards, the task of DMS testing is hampered by the lack of
standard measurement criteria. Therefore, in a specific operational envir-
onment, any measurement task involves a two-step process. First applicable
criteria against which each DMS is to be measured must be determined.
Then, specific measurement techniques are employed to determine hcw closely
each candidate DMS satisfies the criteria. The type of criteria to be applied
also may determine the type of measurement techniques used. Therefore,
each step must be correctly done to ensure that a thorough and meaningful
test program is devised.

a. Measurement Criteria

Measurement criteria can only be developed through some type
of analysis affort. What requirements must be levied on a DMS to satisfy
most the user' a applications? This is not an easy question to answer be-
cause the conversion of user applications requirements to DMS requirements
requires a thorough knowledge not only of the applications environment but
also of DMSs in general. The selection of typical applications can be quite
a problem in a multifaceted and complex operational environment. If there
are diverse applications from which to choose, a subjective decision must
be made as to which applications are the most typical and therefore can pro-
vide a baseline against which to judge DMSs. Even if the selection of the
applications mix is done correctly, the next step, the tying of applications re-
quirements to DMS functions is no easy matter, More importantly, until

1ý fthis step is taken, there are no specific criteria against which to judge a
DMS.

Most DMSs possess the same general characteristics such as a
file definition and creation capability, a procedural language to perform data
re':rieval and maintenance, and an output presentation package to edit, decode
and format retrieved data for presentation. The problem of identifying these
general characteristics is compounded by DMSs which rely in part on a multi-
plicity of implementation techniques. For example, some DMSs have differing
procedural languages for maintenance and retrieval, Some have only a re-
trieval language and use table interpretation techniques for maintenance.
Other DMSs are host language embedded and rely on the characteristics of
the host language for data definition and maintenance and retrieval logic im-
plementation; yet all of these variety of implementations are properly recog-
nized as DMSs. Since many DMSs possess these same general capabilities,
however, the analyst must look deeper into each function to locate attributes
for comparison; for example, file organization, file overhead, access methods,
etc.

If the user's prime requirement is rapid access, then he needs
to consider the types of file organizations available from each )MS. This
xwould be a major indicator of performance because file organizations dictate
the search strategy invoked during data retrieval. Consideration must also
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be given to the overhead requirement (pointers, indices) associated with
Sca-h file organization. If storage space is limited, utilization of certain
file organizations may be impossible.

The above discussion only points out the difficulty in relating
data processing requirements to DMS requirements. Conflicts can arise be-
tween user needs and system resources and capabilities. Which file organi-
zation would best support the user applications--a ring structure, an inverted
file, or a simple sequential file? What types of access methods should be
evaluated?

In addition, the possibility that a DMS may not even be required
should be explored. All classes of applications do not require such a -sys-
tem. For example, simple transaction files may only require some general
"list and maintenance capabilities that can be adequately handled by some
simple COBOL programs, whereas other applications may cause mainten-
ance or retrieval problems that are so complex that the caaacities of a
generalized DMS would be inadequate.

The determination of the utility of a DMS for a particular opera-
tional environment and the establishment of some measurement criteria
with which to evaluate the varied DMSs is a most important task. If it is
not performed, there would be no standard guidelines to use during the actual
testing of the systems, and if it is poorly done, the validity of the subsequent
tests is questionable.

b. Measurement Techniques

Measurement techniques can be grouped into two general cate-
goried. active techniques and passive techniques with benchmark testing,
modeling/simulation and monitoring residing in the former category and
analysis and numerical scoring the latter.

Each of these measurement techniques provides test personnel
with some data regarding system capabilities and/or system performance.
The data will vary depending on the technique used; therefore, the selection
of a particular technique(s) must be based on the measurement criteria that
had been determined during a preceding analysis. In other words, determine
what you are trying to test and then select the technique(s) that provide re-
sults that can be applied against the measurement criteria previously

_ selected. Section IV presents a matrix which associates D.MS attributes
with specific testing techniques which can be of use for both test planning
axid execution. Test personnel would know the type of techniques required to
fully measure the systems. This would provide some lead time to establish

f , a capability in a particular area (for example, softvare monitors) if one does
not already exist. A cost figure to conduct the tests also can be estimated

0 and compared against the value of the anticipated results. The following
presentation provides a description and evaluation of each technique.
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(1) Active Testing Techniques

(a) Benchmark Testing

Benchmarks often have been employed as a mea-
surement technique for the testing of computer systems. Benchmark pro-
grams are a mix or grouping of actual or live applications to be executed by
candidate DMSs in order to obtain comparative performanc2 figures on their
capabiliiies to handle the various applications. This mixture of applications
usually reflects a pe rcentage of the total work load, the execution of which
would normally be prohibitive from a resource utilization standpoint. There-
fore, each benchmark program should correspond "percentage-wise" to the
amount of processirig time required of the application it represents, to in-
sure that the benchmark testing is representative of the actual processing
environment. A standard operating environment is assumed, and the main
output of this technique is, typically, sets of timing measurements.

The key characteristics of benchmark testing are
threefold. First, the programs are actually run under the candidate DMSs.
Secondly, the total throughput time is important (not just the processor time)
and finally the programs are aimed at specific applications that are hopefully
representative of the operational environment.

They might be best referred to as a "real" simu' a-
tion but with no formal data acquisition and reduction methodologies. Two
distinct approaches to evaluation can be provided by benchmarks. One
approach called "Kernel Timing Estimates" iL used to measure central pro-
cessor timings, while the other "Benchmarks Problem Timings" are used tc
evaluate the entire computer system.

i. Kernel Timing Estimates

Kernel analysis attempts to evaluate software
systems by comparing the time (and costs) required to perform a specific
function. In this technique, the central processor time utilized during the
DMS function is the measurement tool and the code generatud by the CPU
in performing the function is called a "kernel". In a DMS evaluation, candi-
date functions would be 1) update, 2) generate, and 3) retrieve. The efficiency
of thbse functions, measured in CPU time, can then be ascertained by utiliz-
ing application programs that initiate the function execution. Within a DMS,
the various strong and weak points of a system can be determined by using
the kernel approach. By the same token, the kernel approach can also be
used to compare one DMS against another. However, to make the comparison
meaningful, some sort of weighing technique is required. Needless to say,
the collection and use of such weights involve problems similar to those

"K associated with any type of instruction mix problem. Moreover, the problent
of sub-optimization must be assumed at some level. Consider the retrieval
and update functions. The cost of the former in terms of the latter is cer-
tainly less costly in an inverted file organization with a high volume of trafic:
than in sequential file organization with a high volume of traffic. Any s;in-le
set of weights must thus reprcsent t-.ub-optimal use of one (or oothW syster,-,.
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Note, however, that the situation is not that hopeless; kernel analysis is only

meant to be an initial step in the testing of a DMS, not the f'nal evaluation.

Hi. Benchmark Timing Estimatcs

The second approach to benchmarks or "bench-
mark program timings ", does not concentrate on CPU timings but on system
timings.

The main advantage associated with benchmark
testing is that "typical" applications are being run (fn the proposed system
and meaningful measurements of system running time can be ,btained.

These timing measuremehte, however, are
only as good as the benchmark programs. If the latter are not representa-
tive of typical applications or percentage-wise do not reflect the normal
operational load, then the test results are questionable and, in many Iases,
worse than no test at all, since otherwise good systems may be judged nega-
tively. Benchmarks also do not necessarily pinpoint the problems associ.
ated with a particular DMS. Poor throughpu t might be indicative of poor
DMS-OS interface rather than just the DMS. Even if the problems are with-
in the DMS, it is difficult, if not impossible, to determine their location using
benchmarks. If the testing is concerned with judging only the DMS and not the
total system, then benchmarks of and by themselves are not adequate.

An additional problem concerns the standardi-
zation of benchmark programs. If each manufacturer codes the programs to
"operate under their particular DMS, then the speed of system throughput
may be more a function o" the quality of the programming than the DMS.

iii. Conclusion

Benchmark programs are a useful tool in the
testing of an overall system configuration of which the DMS is a part. There
are associated problems, however, which must be considered prior to arriv-
ing at a decision regarding the functional efficiency of a particular DMS with-
in an operational environment.

It must be noted that in any benchmark test of
a DMS on a third-generation multi-programming computer system, it is not
possible to test only the DMS. Because of program relocatability and the
speed and concurrency of system functions, various software modules cannot
be isolated for kernel analysis, etc. The derived timing data applies to the
system as a whole including the hardware and all software (operating sys-
tem, DMS and applirations programs). In this case, then, it is not accurate
to state that the benchmark is testing a DMS. It is testing a whole system of

•' • which the DMS is oae part.
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(b) Modeling and Simulation

Si. Introduction

Many mcdeling techniques have been developed
in recent years to study and optimize storage structures, search strategies,
and device usage. Most attempts at modeling are directed at specific applica-
tioxis and at optimizing subsystems or device utilization within a DMS.

Whereas a model reflects a particular state of
the system at a fixed point in time, simulation or functional modeling is
usually thought of as a demonstration of artificial performance involving a
dimension of time. Consequently, a simulative study will usually include a
model of some sort which is exercised in such a way as to produce a con-
tinuum of states reflecting overall performance. In this sense, then, simula.
tion s an abstraction of a system that can he used to predict real behavior.
This is done by describing a series of experiments representing variations
of the parameters of a behavioral model.

Before selecting an evaluation approach,
careful consideration must be given to the desired goal and the environment

K• constraining the system of interest. Analytic approaches to evaluation mav
be developed for application either before -the-fact or after- either for sys-
tem design/improvement or for evaluation and measurement. This distinc-

, A tion can he clarified by considering the conditions under which the analysis
is applied. For anticipated systems, a reliable prediction of expected per-
formance is desirable. Likewise, for extant systems one might develop a
method of predicting performance in a new environment, with different para
mete's, or under a modified implementation scheme. Prior-use applications
of the predictive approach are in Pome cases similar to but still distinct
from analytic techniques for a posteriori evaluation or measurement. In
either case, the ultimate goal of optimum performance is the same.

In choosing a modeling or simulation fech-
nique, the following questions must he answered-

0 o Are we reasonably tertain that we can
obtain either an exact solution or a
satisfactory approxirmation to the soti,-
tion of our problem hy making use of a
given tool?

0 Its this the lowest cost compputatiou I
procedure for solinng our problen-'

o Does the particular technique under
coiideration lend itself to relatively
easy interpretation by thoue who art
likely to use the rerulfk• oL the stt'd-'

Of course it is pararmount to the ortsidcra-
tiorn of these mucstions that the problem be properly identified -7od vell-d#'-
fined. Put this is a necesoary step in any case. Suhscqu,J-nft . Z% fo~del



must be formulated which validly reflects (i.e., "models") the states of the
system of interest. The structure and flexibility of this modcl determines
whether the investigation can be expanded into a rneaningfui mCflulation

There are then three phases in the investiga-
tion that remain after the problem has been identified and a model formulated:

o Model Lmplementation - The model must
be described for use in a particular in-
stallation. At least four different methods
have been associated with this step.

o Use of a "packaged" model such
as FORMS or SCERT for which
only the input parameters need be
specified.

o Use of a general purpose language
such as COBOL or JOVIAL. This
approach is often used for smaller
scale, locally designed models.

o Use of special language or routines
in :onjunction with q standard al-
gebraic language: e.g., SIMTRAN,
GPSS.

o Use of specially designed simula-
tion languages expressly intended
for modeling and simulation such
as SIMSCRIPT and GPSS. This
may be even more specific in th:t
the special language may also be
oriented to a specific function or
subsystem type.

0

When a choice exist.4, there are several
factors to consider in selecting a simula-
tion language. Aniong these a-e ease of
learning, expressiveness (-he .ase with
which the model caD ho described in the
language), corrpilation arid execution
speeds, reportlng facilities, general
computation capability, and execution
time facilitiets. The relalive impor-
tance of these con,'ide-ations depends
upon the problerns at h;,r nd. f( thez r -

quirement is to build ? rm,'t,-,Jr of differ-
ent small- to xi)cdiurn-ctl , c. )Aýý

"0o nodcL, GPFSS rn'ay prov•, 11v "i ,
for large rnodtei s or r,,odJ I., i,, V-,-,

rMtIch igc eral cori eut, ,-d i .,
8I.ý,1z-,._-rTP ,-,oay Ic pr,-•'•, ik , ;,
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o Strategic Planning - Design of an experi-
ment that will yield the desired informa-
tion. This is not an easy task - it in-
volves the careful design of the envir-

monnent to be considered by the model.

o Tactical Planning - Determination of
how each of the test ' rUýI- specified in
Ithe (experimental design 1is to be executed.
Again, care,'must be exercised in the
selection and construction of input para-
meters to the inodel which will allow it
,to reflect ithe desired performance.

ii. Utilization

The badfi procedure to be followed in the utili-
zation of this technique is given in nine steps'i (Note the relationshipQ indi-
cated between model - steps 1 to 7 - and simulation - steps 8 and 9.),

1. Formulation of the problem

2. Collection and processing of real,,worldcdata

3. Formulation of mathematical model consisting '.f components,
variables, parameters,. and functiona," relationships

4. Estimation of parameters of operating, characteristics from
real world da'a,

5. Evaluation of the model and parameter estimates

6. Formulation of a computer program to realize the model

7. Validation of the model

8. Design of simulation experiments

9. Analysis of simulation data (performance)

Steps 1 and 2 of this process are discussed
under Measurement Criteria above. Data for step 4 may come fro,-n Analysis,
Benchmarking, etc. The basic model development then is priven in steps 3 and
5-7. These comprise the main bulk of a simulative development. Henc,,, the
use of "packaged" systems, where applicable, saves a lot of effort. These
steps are then replaced by that of finding and, choosing an appropriate silmula-
to r.

One such system worthy of note is the File
Organization Modeling System (FORMS') whose development is being supported
by RADC. This system was extended recently by PRC to handle additional
devices and search strategies. The resulting model provides RADC with a
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more generalized capability to model -selected functions of datamanage-
ment systems on 'the specific host envir-onments simulated ,by FORMS.

This modelpermits the ana-lyst to evaluate
various file organizations, device types, and access methods. RHe describes
his data file in terms of record size, count and blocking factor, device -loca-
tion, and record distribution and then tests various retrieval strategies
against specified file organizations to determine the. most efficient organiza-
tion~and access method. With each test, processing time, space utilization,
avarage access time and file I/O activity are provided on an execution re-
port. File organization And access method can be varied to provide com-
parison data and performance curves depending on the particular file or-
ganization and access methods utilized.

The utilization of such methodology, however,
is neces'sai'ly restrictive, The presently available models either concentrate
on a limited range of DMS functions, such as fAle organization and data,
access methods or are too general to be of detailed' use in the evaluation of
,DMS functions. The information provided is useful-,mostly from the stand-
point of maximizing an already implemented DMS or in determining general
guidelines for.the development of a new system.

When a simulative model must be developed
from scratch, one of the most difficult tasks is the validation or- "calibra-
tion" of the model (step 7 above). There are three basic ways to validate:

"o Compare simulated results to actual
:performance of a realized design.
This, of course, is only possible when
the system simulated already exists
somewhere -Ise - this is very improb-
able since most simulators are devel-
oped to aid in the design of new (non-
existent) systems.

"o Compare simulated results to those of
another (similar) model. Of course the
evaluation is only as valid as the models
which are being compared.

"o The third scheme is not as straightfor-
ward as the other two. It involves a
fairly detailed knowledge of the model
and the environment to which it applies.
The basis of this scheme ,lies in the
fact'that most models can be partitioned
or artifically exercised to produce (par-
tial) results which can be verified by
'hand calculations, observation, or com-
parison to known physical characteris-
tics of the environment. Use of this
method might be considered validation
by parts.
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It may be evident at this point that model

validation reduces to basically the same problems that must be faced ln the
DMS evaluation to begin with.

"There are many techniques used in the devel-
opment of simulation models. Dependingon the system to be modleled, these
may include any combination of methods from applied mathematics and 'logic
including statistical theory (stochastic - probabilistic, ,or deterministic pro-
cesses), queueing theory ("waitingo'Anes "), and linear programming (for ob-
jective function optimization). An\example is presented here which illus-
trates how one of these techniques can be used to evaluate performance in
a DMS.

One method of providing relatively rapid ran-
dom access to sequential files is by the construction of a hierarch, of indices
(indexed sequential organization). With this arrangement applied to disc
resident files, there are a minimum of two disc accesses required to locate
a'data record - one to g'et the cylinder index and one to get'the track index.
If it were possible to predict' the record location from the cylinder index
alone, one of the accesses could be eliminated at a considerable saving, in
time. It need not even be necessary to always predict the exact location.
In other words, a scheme which periodically climinates one access may
still be beneficial. The problem then is, can,"ccess to the track index be
replaced by evaluating a predictor 'function of the cylinder index? One
must be aware of the possibility that a predicted value which is i~lcorrect
then causes an additional access. Applying this scheme across it _ull DMS
application then, one can rephrase the problem as: what is the average
number of redundant accesses generated if the data location is predicted?
A statistical model of the environment must be formulated to solve this
,problem. The following data is pertinent: the number of disc tracks usedý
the number of keys (and records) and their statistical distribution across
the tracks, -the density of the keys within tracks, and the search strategy
undertaken as the result of a query for a specific key. The cylinder index
must then be interpolated to find a neighborhood of tracks in which the de-
sired key lies. This neighborhood must be small enough so that fewer than
two accesses are required on the average. The complex statistical model
developed might show that an average of, say 1.9 accesses per record are
required. This may not be cost-effective at all considering the extra soft-
ware that would be needed to, run the predictor for each query presented.
On the other hand, an average of 1.1 accesses may improve over-all execu-
tion time considerably. By applying variations of file size, record distribu-
tion, and direct access device characteristics, one may determine the feasi-
bility of using this modified hierarchical "ndexing scheme in a given envirun-
ment.

iii. Conclusion

The cost of developing and operating a com-
prehensive Data Management System Sinmulator capable of supporting sthdy
of all aspects of many DM3s in a variety of environments can easily become
prohibitive. Hence, care 'hould be exercised in selecting this approach. Ihei
benefits of simulation are best realized when the system being simulated is

very large, complex, and too expensive to evaluate by any other means.
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Since models are related to particular states oý 4a system, they are generally
more parametrically flexible which can lead to r. 5Ueiir understanding of
(sub-) system interactions. It is when these ir,,6ractions reach complexities
not readily comprehensible that a simulation nay be necessary to demon-
strate trends in behavior and performance.

It shouid by ti,:nýphasized that simulation is
not a panacea for arriving at successful if ipýmentation or accurate per-
formance prediction and evaluation. Alt,'a.hthe recent popularity of
simulation lends support to this idea, suf' 1i6nt counter-examples have been
documented to refute this pohition (L). 1Si`'6ient valid results often can be
obtained by statistical formulations )r of c,' models alone.

The exte,. 'of the procedures involved in-sim-
ulation and modeling are what make thit 4prcach expensive and difficult.
The factors and algorithms used are o0, K:iff~cult to derive even for exist-

ing systems let alone prospective ones'., addition, describing the functions
to be performed or the number of timn each function is to be executed re-
quires a knowledge of the applications I it most users, do not possess, Fur.-
thermore, the development of the st.'Y- 4ion model is only a part of the
analysis process. Subsequent steps ,iinclde testing and validation of the
model as well as the design of~exper' -- nts, and the analysis and interpre-
tation of results.

(c) Monitorir,ý.

A compute' -.aided measurement method is the
cdollect'.on of the statistics and actuai performance parameters of an opera-
ting, live system. Monitors are built within programs and within systems,
a-d they can also be external to the :system being monitored. There are
twyo general classifications of rnhitors presently in use: hardware and
sbftware.

1r. Iardware Monitors

A hardware monitor obtains signals from the
computer system by attaching directly to the computer's circuitry high-
impedence probes which measure 'the presence or absence of electrical im-
pulses. The monitor is basically a set of counters which record the occur-
rence of certain significant events such as CPU and channel activity. Per-
formance figures are obtained by measuring the number of impulses and the
duration of time between given events or the logical combination of the e-
vents of a computer system.

The counters usually have two modes of op-
eration; a tine mode and a count mode. In the former, the counter accumu-
lates pulses from the monitor's internal clock upon receipt of an active sig-
nal from the computer circuitry being tapped, i.e., CPU, channel, device.
The monitor continues to accumulate pulses until the signal stops. Since
the clock frequency and the time value of each pulse are known, the total
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overlap time is obtained by' multiplying the value recorded in the4 cnunter
by 'the time-value/increment. The result wIllI show how long a part of thee
systbem was in use during, a specified time frame. In.,the count mode,, the
count simply is incremented each'time the circuit being monitoied!:g-6e8a.
from.an inactive to active state. It indicates the number of times a part of
the system was used during, a specified time frame.

The primary advantage associated with 'thd
utilization of hardware monitors is that such devices can function'without-
utilizing any of the host computer system's resources. The monitor,- neither
degrad's nor interferes with the system that it is monitoring, and, the data
collected is a fairly accurate representation of system performance. The
disadvantage is that the monitor cannot dynamically evaluate the measure-
ment beingtaken to determine if, in fact, it should'be included in the sys-
tem.'test.

Hardware monitors range in complexity
•frorp. the very simple basic counter unit with manual readout to full mini-
computer systems. Because of this difference in capabi'lity, the following
points ,'equire consideration prior to employing a particular •hardware moni-
tor as a measurement tool,

j(i) Speed/Timing

Speed and timinig requirements are dic-
tated by the system to be measured. The monitor must be capable ofdAe-
tecting the smallest signal from the host computer. For example, if the
smallest signal that a monitor can detect has a minimum pulse width of 300
nanoseconds and if its repetition rate is one million counts per second
(I-MHz), whereas the system it is attempting to monitor had a minimum:
pulse width of 100 nanoseconds at 3-MHz, the collected'data would be use-
less, because the monitor would fail to recognize and thus not count any
pulse under 300 nanoseconds wide. In addition, the clock also must be fast
enough to provide good resolution, otherwise inaccuracies can creep into the
collected data.

(ii) Number of Counteris,

Any monitor should have at least eight
to ten counters. Each counter, also, should be capable of performing certain
logic functions (AND, NAND, OR, XOR, NOR, INVERT).

(iii) Probes,

The probes must be compatible with the
computer system to be measured and caution must be exercised to insure
that they place no drain on the computer.

(iv) Comp,?--

A comprA$0'•r-1is a device which mea-
sures the amount of time spent in a certain section of, the code, The probes
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acr coneced Iih -4 reiser-and the address range on

lk~e oni~oratdl inaict s th. 6~n " n -'in -addr-ess of the code Beg-
toO grh eareT adrsofac oeeg nt broilght into core

-I hi oprd ags te drjess ranige 4in the comparator, and if they
ar~a ~~th~ he~iiqi~t-r4 ir~ t~ Odesegment is active i's calculated.

This device can be quite useful in mea-
saufiiie,ýthe ___qiq v oimi hsn tiri- Pa~r iculqr DMS modules, for example,

•reti'ee ~d ra*re~.A probtmhowver, -akised'in third- generation
i~ti- ~r6 a±X± igsateiiswhee fttwýre- modules may be relocated with-

~()Tec6hnical. Support

Unless the, installation-'to be monitored
- has a ~sP ~ 't" st'fiengineer who is iamiliajr with the hardware :back..

'boardt 'Wi'-tig'ig 1kv dut eh ica ~port must be available to de-
tcrr'ne ~hed i ht,16 to- be metasured, where to attach the probes. With-

~kno'~ledgd,jhýP, n~bfitbi- is ua6le~sb,

Dataiireduction and analysis routines
asi hojifld'U nkro'ided-asjpart oj the technical support package because

of~ ~ ~~~~~4 thvlzinu4 mut iata thitt can: be generated.

The ab'ove discussion illustrates the
c Ipaiites xn eu~eet that should' be part of any hardware monitor.

The mere ~presene of anohitc,;, however, does not mean that system testing,
ýcAn 'beginr Ftro t, -the ui mutt dbtekmine what it is he wishes to measure.
Wifll(ý tkowedge of:CdPtTactivity, C-ýPU-I/O overlap, application program
vetus- OS tine a4nd/ot atiVity. by -region help in system evaluation? The
'dnswýe r, -Of ýou)se is 6 yesW but only if the evaluator has a detailed knowledge

6fte tt~ls~s~.minldwing the OS, DMS, application progý"ams, and user
d~a'ta and"Afles. E*01iiI' this irequirement is, fulfilled, data iLiterpretation andý
t'he ,1ack .o; specifiity are problems that remain. Data, regardless of the
amouit', reqiwror. 6.ntbrpretationii to be of use in an evaluation task.' The
speci of .th Ard gteneration .,machinesý results in so much data that it is not un-
thinkable- that -the evaiu&tor could, be overwhelmed. Also, most DMSs operate
iný a -thi.rd' genhe ration -multi -pro gra.mming environment where the volume,
spe and' 7 o nc ir rep.c y-o ao~p'erations make it most difficult to focus on speci-
fic DIMS fuhdtjion* 76 extricate the'DMS from this environment would only
invalidate ýtheý mea~suremeni-Ots pedrformied. Therefore, in developing
a DMS tea' mxethodo'logy,- th6 iise of hardware monitors has a limited applic-
ability.

Ui. Software Mvonitors

Software monitors are actual code segments
embedded in either the LDMS-or operating system to collect performance
data or' specific DMS -furtctians and/or the total DMS. Calls to a subroutine
can b1k emnbed,-;., within specific DMIS functions such as retrieve, store, etc.,
to collect timing data on parttcular foinctions.
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The, schedulingo6f-event-s and the time inter-
val'between, events also can be-determined. Other ;functions tha,: can be,
monitored ifidlude the user program - DMS, interface, the DMS-'OS interface,
the. acceýs ieithods,cand the efficiency oftth4 DM•5 procedural anguage. It
should b'e noted here that the pOr6cedural language 'has ' pr•ed•6minate in-
fluence on the power and efficieficy of the DMS.. For example, qOBOL pro-
vide IDS With all the capabilities possessed by the host language including

Skll the,,data manipulative and formattiiig functidns,, whereas other more
- 'strutured DMS languages often'proyide dnly the more basic capabilities.

ShO T h r-e"P-fore, in any -D M S"tebt exercise,.close .scrutiny should be given to the
lainguage.

So.ft4 re- moniors also can be used ,to iden-
tify bottlenecks in the-ysytem., F6i6rexample, if the; system often is waiting
"• cornpletwonof an I/Of--untion, perhaps the-,reallocation o'f particular •peri-pherals 'could a'llevlatethb -poblem.

Theý utilization of this technique presumes a
familiarity with the DMS, ,andAfthisA is ýnot he case, then adequate docu-
mentation, of-'the, system mnUst 'be• available. Otherwise, it would be impossi-
ble to properly-nfsert, calls withinspecific segments of the DMS. This
situation-is,,mentioned in the,"DMS Test Methodology Validation document,
where, because of inadequatý docurmefitation, software rkionitors could not

Sýbe em bedded, w ithin the A DV ISO R ,systeib. System flow charts can serve as
"an~excellent gude for identifying those ;DMSfunctions test tidrsonnel wish
to monitor. Once the Various subroutifieshave-been identified, the DMS
s6urce ,listings can be .dsed to ,pinpoint the exact spots to ,embed the calls.
1Howevei,j, if' system flowý 6hartsdo. not exist or the sourde listings are not
commented properly, it .becoi'nes a most' difficult task'to identify those loca-

St Ais in 'which cails- should beý embedded.

,One, advantage associated with the use of
monitors embedded within-the Dk4S is. that less code is required to collect
the performance statisties. A small routine can be written to access the
s.ystem clock at the -start and conclusi of of the n-b nitored DMS subroutine, and
then forfnat and write the output records. Even if the event sequence and an
occurrence count a~re maintaihnd, the size is not dramatically increased. The
only other 'sofh'are requtred 4would.'be the calls themselves embedded at the
beginning and end of the rnoiito0.ed6 subroutine. The insertion of -these calls
must be done carefuliy, however, to insure that all branches witl-in the sub-
routine are identified and covered.

In addition to the insertion of monitors within
DMS modules, monitors also, can, reside as separate 'programs within the
operating system. These monitors can- be generated locally to collect
specific data regarding the DMS; or the system accounting program which
is generally available at most computer installations, can be used. In the
forme~r case, an-executive -monita-r would, supervise all system -activity
and when certain modules were called, the monitor would le initialized by
the operating system and collect the specified performance data. This pro-
cedure, however,is complicated by the fact that the monitor must be small
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enough to be able, generally, to reside in memory and still'have the capa-
bility to determine system status and :module activity. This, however, re-
quires acceL, . to the system tables which, in turn, increases the amount of
code and, tberefore, the, overall'size of the monitor.

System accounting programs, on the other
hand, are generally already part of the operating system-and special pro-
gramrmning is not required. However, because they are general in nature, only
recording the computer resources used in processing jobs, they lack the
specificity to be of great use in the testing of DMSs. The data collected
corresponds in many ways to the data obtained through the use of hardware
monitors (CPU time, number of I/O accesses, core size and start/stop times).

The,'collectio~n of such generalized data,. be-
cause of its quantity, creates a datai reduction, co~lation and- analryd-is problem
which must be considered' when uning any type ofmo,,nitor. The mere pre-
sence of the data does not provide any acir°,t.ers. Certainly, the utilization of
an inverted index will provide faster 'resfr .'si than a- serial search of a
data base but what price in terms of ptorage overhead and generation and
maintenance time must be paid for the- index, and, is it worth it? The utiliza-
tion of regression and cluster analysis methods has been used to measure
the effect of a system modification on the performance of a total computer
system, and such methods may also be pertinent to the measurement of
DMSs, but more study in this area is required to determine the independent
and dependent variables that should be used and the accuracy of these methods.
Such methods and the use of accounting data in computer performance analysis
is fully explained in the Rand publication, Computer Performance Analysis-
Applicationsý of Accounting Data by R. Watson

Regardless of the location of the software
monitors within the DMS or OS, they, unlike hardware monitors, do utilize
system resources, because oftheir own requirements for core, peripherals,
and, above all, time. This is not an important consideration in regard to
monitors associated with obtaining system accounting data because these
a-re already part of the operating system. However, other software-monitors
would degrade system performance because of their own requirements for
resources and this degradatiofr should be measured. This is not a simple
exercise, however, for the calculation of the time spent in monitoring parti-
cular DMS functions also utilizes system resources and therefore degrades
the system even more. Test personnel must take this into consideration
when analyzing the results obtained from such techniques. In adifition, the
precision of any measurement can be no greater than that of the accessible
timer in the host computer.

The specific advantage that software monitors
possess over hardware monitors relates to their flbxibility and range of
capabilities. They can be inserted anywhere within the system and because
they reside in memory, they have access to all system tables and can mea-
sure any and all aspects of the system including core usage, queue lengths,
data access speed and individual program/subroutine operation. Their flexi-
bility and usefulness is clearly indicated in tho, DMS Test Methodology
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Validation paper produced by PAC in c~onjunlctioný with -this document. Soft.-
ware monitors were used 'to measure the timing and performance of the
MADAPS system. Because of the availability of adequate documentation,
software monitors could- be embe~ddediwikhn spedific DMS functions and-
timing and performance data obtained. the technique was neither 'time-con-
suming ~nor difficult to implement and the collected -data, upon analysis, pro-
vided some clear-cut insights in-to the functioning of this particular DMS.

Another advantage, associa'ted with the use
of software monitors is 1that once generated, they can be iiaed again( and
again to measure system performance. A slow degradation of theDMS could
occur, over-time, because of, an increase in transactions, 'file size or- new
applications. The periodic, insertion. of soitw'are monitors within the DM5
could identify such problems and give the data 'bas 06,M."nag er ýsome_ lead-t-ime
to find and implement an acceptable solution.

Anbthie r appioachýw orthl cons iderati on is the
use of hardware monitors in copnJunption'wiih soft-*ake monitors. This meth-_
ado logy would- require fewer code ýegiiehts within the DIMS and/or OS, -and
therefore, would allevia-te-,to sbome degree the overhead associated with software
monitors. By synchronizhiion of the clacks in both theý ha-rdware,-monitor
and -computer systeum channel, CPU and device activity car. be ,offpftred
with module -activiiy to,-determine -the overall 6fficiency of the sy f i Are
there 1/O tio-ups due ~o poor riodule/channe'l allocaticn? Wh~ac 6auses the
wait states in the system-? Does the DM5S-degrade the system?

Monitors have the potential to become a very
useful tool in the measurement of D4S' perfor' manice. Their utilization will
provide comparison data with which a skilled analyst can accurat,61y evaluate
a DMS. Monitors are not easy to implement~ but the results yielded by this
method can be well worth ihe effort.

(2) Passive Teafing Techniques

Analy.5is -and- numerical scoring arec the two most, comimon-
ly used tech1niques that can be considered: Passive, they are typically manual
methods whereby DMS pa-rameters, having been determined, are- rated in de-
gree of importance. The parameters can, be consider-ed as a whole with each
possessing, relatively, the samne degree of importance (analysis.) or they-
can be rankted (numerical scoring).

(a) Analysis

Analysis techniques provide computer- aided- studies
of system- performance in which the actual capabilities of-IV-be systems in.
operationi are studied. A thorough knowledge of -user requirements already
should l;ave been determined, and these r,*qulrerents transferred into gen-
eral DM3 functional capabilities prior to Initiation of systems analysio. ]Por
example, the requiremnenta, if any- for a remote batch and/or on-line capa-

- ~bility need to be clete-rmined. Also, te general capabilities required in the
DMS procedur'al language must be noted. Then,~ DMS systems dowurnentation
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can'be reviewed, the manufacturer questioned, and ýthose systems that fulfi1tV
the listed requirements selected. If the systems are operational, their
general capabilities can be analyzed in an actual processing environment.
The pr6gramrnmers and analysts who interface with the DMS can be, intei-
viewed and system, performance studied during normal processing. The,
genie'ral capabilities of the system, file definition, maintenance and retýr ieiul,
can then be documented with the various pros and cons listed..

Thei'e are, however, numerous weak points in this
approach. It is much too ,general to be anything but a first step in any test
!methodology, and even as a first step, it is lacking. Since many of the more
prominent DMSs offer the same- general capabilities, a large -number, o sys-,
tems that should be eliminated are not. Also, where system problezr are
observed, the analyst has no way,,of knowing whether the DMS, the operating
system or poor application programmrfing 'is at fault. InterViews to pinrtoint
the .problem could be misleading and in many cases would prove to 'be ,il-
conclusive. Therefore, unless the DMS also could be observed in a re:iltively
smooth Operating environment, erroneous judgments might be made. ,'xnally,
this method is incapable of evaluating a grouping of DMSs ";n-which the sys-
tem capabilities of each vary in their support of diverse applications.

(b) Numerical Scoring, Methods

This evaluation technique is typically a manual
method' whereby parameters of Various systems are developed and asigned
a numerical rating. The higher the score earned by a system, the better
that system"s general performance. Chief among these methods is the
Parametric Evaluation of Generalized' System (PEGS) (3).

The approach is to establish a set of DMS require-
ments (parameter list) based on user requirements/applications and evaluate
the capabilities of th6 applicant DMSs against the selected parameters. These
parameters are scaled and ass'igned weighted values based on-their relative
priority within the operational environment. The capabilities of the candidate
DMSs then a:e compared againsZ each parameter and a rating assigned. When
eeci DMS has been -rated, overall scores are computed.

This methodc logy ser. s two important functions.
IR establishes a set of criteria against which the candid:ate DMSs can be
,judged. And it ranks the systf-ris so that those with the poorest overall rank-
ing can be eliminated from further consideration.

The drawbacks associated with this technique are
that a heavy reliance must be placed on system documentation which often is
quite misleading. Certain capi-Litites may be much harder to implement
under one DMS than another, unt this certainly would not be revealed in the
manufacturer's documentatir, Additional informatiorn may be obtained by
visiting a site where each DMS is operationtal. ass..-c, ng #his is possible, but
again, other variables come irnto play wh ýa cot:11 crew, a false impression
of overall system -capabilities.
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A more severe problem associated with the utiliza-
tion of this technique, however, is the difficulty in generating a parameter
list based on the application irequirements and&the assignment of weighted
values to each parameter. This prc)tem becomes even more difficult of
solution'when widely diverse applicaitions are part of the oper~ational envir-
onment. 'Very specific relationships between the application -requirements
/and DMS functions must be devised, What DMS capability will best satisfy
the iequiremieint? This type of task requires personnel with a wide range of
expertise in data management in addition, to a total familiarity with the
applications envirOnment -a capability which is not piruvalent in many in-
stallations.

""rihe results from such a technique, therefore, must
be qualified because of its -inherent problems. As in the discussion of the
analysis technique, 'bbth serve as a logical starting point in any evaluation
process,, but more ýsophisticated techniques must later be applied to ade-
quately evaluate a DMS.

3. DMS TEST 4METi;HODOLOGY

The preceding examinatiun of measurement criteria and techniques has
illustrated the various methods presently in use to test Data Management
Jysems. The following section will propose a generalized DMS Test Metho-
dology to be erhployed in utilizing the aforementioned techniques. The metho-
dology will ý-e structured so as to permit the utmost flexibility in solving the
'*idely divezrse DMS measurement problems that arise in the present day
operational environment such as the evaluation and selection of a DMS,
acceptance testing an already selected DMS and even in the identification of
problem areas in an operational system. This methodology also could assist
management personnel prior to the actual testing by providing them with a
frame of reference for the development of a test plan. Before any testing
program is initiated, management will wish to know projected figur5s. on the
level' of effort required to test the DMSs. This methodology, irn conjunction
with the matrix pres-,nted in Section IV, can indicate the potential areas of
activity and from this, resource requirements can be estimated. Thus, the
proposed methodology can be of service in both the preparation and actual
execution of a test plan with the decision as to its use lying in the hands of
each individual user.

This paper does not suggest that the proposed methodology is the only
way to solv,- a DMS measurementproblem. This would indeed by foolhardy
because of the indeterminable number of variables that can apply to any one
situation. What is suggested, however, is that the methodology serve as a
guideline in the measurement process, providing a step by step approach to
the most common DMS measurement problems,

This section consists of two parts. Part one describes the preparatory
analytical steps in the DMS test process while part two addresses the active
and passive techniques and their utilization. Figure 1 graphically portrays
the proposed DMS Test Methodology. As can be seen from the illustration,
the methodology is both multi-entrant and multi-exited which permits the.
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methodology to address the many types of DMS measurement problems. This
trait and the :flexibility associated with it rasults in a multi-purposed and&
ge",•ratized DMS Test Methodology ,that is capable of addressing the majority
of situations involving the selection and/or optimization.of a DMS.

a. Preparatory Steps

The DMS Test Methodology consists of three preparatory steps;
1) perform an analysis of the applications requirements, 2) convert these
applications requirements into DMS requirements, and 3) qualify the DMS
requirements based on an analysis of the hardware environment. These
steps perform two important functions; 1) determine whether a DMS is needed,
to solve the operational problem and 2) if a DMS is required, to determine
the criteria that, should be employed in testing the candidate systems.

(1) }Step I

The first preparatory step calls for an analysis ,of the
user' s applications requirements. What is the user attempting to accomplish?
This step might seem rather straightforward at first glance, but diverse
applications, requirements can add complexity to the process. Only by under-
standing the user's requirements can the individual or group responsible for
the test proceed to Step Z where these requirements are converted into DMS
specifications. This conversion process requires that the test personnel be
familiar with both the user requirements and data management systems in
general, for the procedure of specifying the particular DMS functional capa-
bilities that will best satisfy the user requirements is no easy task, parti-
cularly whet. diverse user requirements exist. The test personnel must de-
cide what are the typical or critical applications that would require servicing
from a DMS. It may even be necessary to rank the applications in order of
impotance to facilitate the establishment of the most important DMS re-
quirements.

(2) Step 2

Step 2 requires that the applications requirements estab-
lished in Step I be converted to DMS requirements. This step, in effect,
establishes the DMS criteria that will be used to judge those DMSs deemed
worthy of consideration, and is, therefore, vital to any D4S test process.
This step requires that the test personnel possess a thorough knowledge of
both the applications requiremnents and DMSs in general bezause the process
of matching an applications requirement Nwith a particular DMS characteris.
tic is not a straightforward procedure. For instance, what DMS trait will
best satisfy a user' s requirement for fast response? In fact, the test per-
sonnel may even conclude that a DMS would not best serve the applications
requirements and propose that other softwarc be utilized. This situation
could arise when the applications are very limited and basic so that a so,.
pIe COBOL program would suffice, or when the applications may cause main.
tenance and retrieval problems that are so complex that they are outside
the capabilities of a generalized DMS. If this conclusion is reached, then
the test is Ierrninated. If not, then Step 3 should be performed and the re-
suits of the conversion from user to DMS requirements can be
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c.aiside red in light of the test pair-ing accomplished in Section IV to indicate
the type of techniqdxes tha can-subsuequently be utilized in theýmeasurement
of the doairdd, attributes. The test-paring mnatrix will alaso indicate how
deeply Into tht hl-erchy the testprodqss will have to proceed to satisfac-
tarily- tet the identified attributes. This can be of great value in estimating,
the cost and time that will be- required to adequately test the DMSs.

(3) Step 3'

The set of DMS criteria developed in Step 2 is now con-
sidered in light of the hardware environment, and any needed qualification of
the criteria is accomplishod.

If the DMS to be selected is to run on an already opera-
tional system, then the type of equipment has a profound effect on the DMS
selected. For example, IDS which is a host-contained DMS, only can execute
on selected Honeywell (formerly GE) configurations. Therefore, if IBM
equipment is used, IDS is already eliminated as a candidate system.

The decision whether to select a host or self-contained
DMS also must be qualified by the hardware environment, since host sys-
tems presently are tied to a particular hardware configuration, and, there-
fore, a number of qualified systems may be eliminated for the san,& reason
as given above.

However, if the hardware configuration is being selected
in conjunction with a DMS and there are no strong reasons bt select one
hardware manufacturer over another, then the testing ofaboth equipment
and DMS can be intertwined and ultimately lead to the selection of the best
combination of hardware and software. This, in effect, would result in the
selection of the best overall system in terms of the DMS-aosociated applica-
tions requirements since certain qualified DMSs would not be disquwLified
simply because of the previously selected equipment.

If any or all of the above steps had already been accom-
pliohed, then of course they could be omitted. Once the requirements for
the first three steps have been fulfilled, the utilization of the active and
passive techniques can begin.

b. Active/Passive Technique Utilization

The DMS testing process resembles the pyramid structure de-
picted in Figure 2. It is hierarchical in that you proceed from one tech-
nique to another as the testing becomes more specific. The techniques at
the tope of the hierarchy, analysis and numerical scoring are inexpensive and
relatively easy to employ. They are used as a filter to trap the majority of
DMSs and only let the most qualified pass through, Those that pass through
would then be tested using the more expensive and difficult techniques such
as benchmarks, monitors, modeling and simulation, and since only a few
DMSs would be so tested, their utilization would be practical.
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Thh hierarchial approach also permits test personnel to enter
the structure at a lower level if circumstances so warrant. It is not neces-
sary to pass through the first'three levels if , user simply wishes to know
Which file structure would best service his requirements. Such tests can be
,performed by entering the hierarchy on the fourth level and utilizing one of
the listed techniques; for example, the FORMS modeling technique.

Ease of entrance also means ease of egression. As soon as the
test personnel are satisfied as to which DMS best satisfies their requirements,
they can exit the hierarchy and, thus, terminate the test process.

(1) Step 4

The next stepin the DMS test phase will be the utiliza-
tion of an analysis technique to; I') determine what DMSs are available and
should be considered and 2) initially pass these systems against the require-
ments generated in the preparatory steps.

A most important consideration that cannot be overlooked
is insuring that those responsible for the test are fully aware of all the DMSs
presently available or soon to be available. It is' obvious that a valid test
cannot be conducted if some qualified candidates are overlooked. Therefore,
some time must be expended to insure that all systems are initially con-
sidered.

These candidates then must be considered in light of the
mandatory requirements generated in the first three steps. If the hardware
configuration already exists or has already been selected, then some sys-
tems ,can be eliminated immediately. The analysis can then proceed to con-
sider some of the more basic requirements such as file generation, main-
tenance, retrieval and/or output. Other systems may also fall out of the
running because of some basic lack regarding these general capabilities.
For example, ADVISOR, a DMS implemented on Honeywell 6000 line machines,
has no file generation capability. This type of analysis presumes that a re-
view of available documentation has already been performed. The documen-
tation should be used only to establish the presenc.• or tack of general capa-
bilities and not the quality of the capability. This caution stems from the
gross amount of misleading documentation distributed.

Operational systems, also, should be viewed in an actuial
processing environment to test information derived from the documentation.
Operators, programmers and analysts functioning in the processing environ-
ment should be interviewed and their opinions noted. If possible, the system
should be seen in more than one processing environment to compensate for
localized faults due to a poor operating system or poor applications programs
that might be observed at the first site visited.

All data gathered from this exercise would be classified
as a soft measurement and, therefore, should be so treated. This data should
not be used as a basis for a final decision unless one system is so outstanding
that there is not doubt as to its superior qualifications. The methodology could
also end after this phase if only one candidate rem-ains. Further testing would
then be worthless.
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Normally, however, the analysis will result in a scaling
of the candidates DMSs from the best to.the worst. If no clear ranking exists
from best to worst, or if a large number of systems are grouped at-the top,
then perhaps the utilization of another passive technique such as numerical

(.scoring should be considered to filter out more of the less qualified systems.
'The reason behind this is to eliminate the need to actively test an excessive
"number of systems which could be quite costly. in terms of time and
money, not to mention the difficulty associated with implementing
such a test pro gram. The use of numerical scoring also
"should be consi "er~d if, for one reason or another, the facilities do not
exist to, actively test the DMSs. However, if after employing the analysis
technique only a couple of systems are still under consideration, then the
test personnel can bypass the numerical scoring technique and immediately
perform some active measurement. This decision-should be based on the
degree to which they deemed the analysis accurate. The matrix presented
in Section IV can be used again to identify the type of techniques that can be
employed in subsequent testing and to update the current test -Ian.

(2) Step 5

Numerical scoring as exemplified by PEGS (3) is a passive
techn ique in which various DMS attributes are analyzed and assigned a
numerical rating based on the degree to which they satisfy the DMS require-
ments developed in Step 2. This is a much more structured technique than
a simple analysis and is quite valuable when widely diverse applications are
part of the operational environment. By rating in degree of importance the
DMS parameters, the technique quantitatively forces the test personnel to
rank their applications. Rating the degr•..-, to which these parameters are
satisfied by a particular DMS results in a series of individual scores (by
parameter) and overall scores (by system) that are easy for test personnel
to interpret and apply.

Care, however, must be taken so as not to assign too
much weight to the resulting scores. Because of the subjectivity involved,
active testing should be performed on the top rated systems, unless one s'ys-
tem decisively rises to the top in the rating during the test process.

The next series of techniques actively measure the per-
formance of the DMS. They should be used; 1) to more precisely measure
systems which have passed the passive stage of testing, 2) to conduct accept-
ance tests on an already-selected system, and 3) to identify and correct prob-
lems in already-operational systems. Regarding the latter situation, the )re-
ceding steps usually can be omitted because they involve the selection of a
DMS which, in this case, has already been done. The requirements phase of
the methodology may be repeated because of the possibility of a significant
change in the requirements since the implementation of the DMS, but this,
normally, would concern nr-difications to the utilization of the present system
(different file structure, access methods, etc.), rather than a possible re-
placement of the present system with another.
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'(3) Step-6

The sixth step in the methodology consists of obtaining
general performance data on the total software configuration which would-
include the operating system, the DMS and the applications programs.
Benchmark programs and/or hardware monitors would be used to obtain
this data,which would be used to evaluate the speed and performance of the
computing system as a whole, including the DMS. Because of the presence
"of two variables, the -operating system and the applications programs, the
derived data cannot be assumed to be an absolute reflection on the quality of
the DMS. In host DMS&, the problem associated with the DMS-OS interface
is limited to the OS version under which the system is operating and the con-
trol of this variable is greater. For example,. IDS only operates under
GECOS and by simply testing the system under one of the most current
versions, representative timing and performance data can be obtained, where-
as DMSs that operate under a variety of operating systems make it difficult
if not impossible to obtain representative performance data.

The standardization of compilers will alleviate the prob-
lerm resulting from the utilization of different sets of benchmark programs to
test DMS that reside In diverse machine environments.. When,the language
dialects of compilers are standardized, then a single se't of benchmark pro-
grams can be written and subsequently executed within all the different hard-
ware/operating system environments which house the candidate DMSs.

The criteria to be employed in technique selection should
be based on the problem at hand and the available facilities. For instance,
benchmarks normally would be chosen for a new system evaluation because
the use of a hardware monitor presumes that smne sort of benchmark or
actual applications programs already exist which can then be run on the
monitored system. Since benchmark programs would have to be written any-
way, the additional expense incurred in renting a hardware monitor could be
avoided.

However, if test personnel are attempting to identify a
problem area within an already-operational DMS, technique selection shoulc
be governed by the cost and ease of implementation. For example, if a hard-
ware monitor and personnel trained in its us-4 are available and inexpensive,
then it could serve as the test vehicle If, hcwever, itwas determined that
the cost of writing and executing benct-mark programs was less than utilizing
hardware monitors in terms of man-hours , xpended and t~he cost of computer
time, then benchmarks should be employed.

If the results from this level of testing indicate that one
DMS is far superior to another then the testing process can be terminated.
If, however, the results are inconclusive or further information regarding
the utilization of different techniques within a DMS is desired, then the
testing should continue.
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Th'e -e~tee in themnethodologk is used to further test
the ~profi~ec foeD~i.a.i another in termbs of their common

t~hnts an alsoto eauate the perf~ormance of various techniques within
oe'DS 'th~e orre as would. he-usedý r DMS selection while the latter

woud b t~edfoT, DM5 _opkirhlzation.

tifthe, resultt -of Ievel six tes#-ing did not clearly indicate
a6 ueio -DMS,, then' t~he to~stinig Ieuoomes more specific and those attributes'

co-mmon to th6, ýanididate sypteffis, that are considered the most vital vis-a-
--is u9er rurhmeints arei fheasie~rdusifig software mon~itors and/or kernel

'aiilyss. t. histg of th\ 'tstgPicess there should be no more than
a_,coupliz of c;Adidateb remaining; therefore,. the use of such techniques would
be -fra~cti-oal.

Sofwae-ontos wol-be the recommended approach
bdcause a df'thb I lexibility proVI 4ed 'by -the~ir .utiliization. Any a nd allI pz~rts of
thd 'DMSiqý can. be mneasured, with the ~oniy qualification being the quality of
the6 docur~nt~tioii avai]lable. W~ithout good doctimentation, the utiliza-
lti6f 41'this -t'chniquii is' diff cutt, if not impossible.

Kerntel a~ai4jais, like software moenitoring, possesses a
good dea~l of flexibility,'bdt the acquisition'of useful timing data presumes
the exýtecof s'em 'e sort of syst~rh/user~ monitor or accounting system to
isolate -the futnctions to, Lie measxired afid to collect timing data or. them.
Tjnlees the slystem already perfoxxw: this function, testing personnel would
,be requiredý to genera2te sbmeý software monitors.

The uttliizatio~n of such techniques to further refine the
me as uremant.ý data, tfh'eay collected might seem like an esoteric exercise,

~btin, many pro cesialng envilronments, time costs money and a difference of
microý,-imcondg bet~ween the execution of one DMS function vis -a-vis another
can represent a significant coot saving or expenditure when you consider the
nurnbei of times, a particular trodule may be executed during a day. Also
because of the vajriables ýInvcrlved in benchmark testing, the system seeming-
lyV with the hest' performance might, in fact, not be the most efficient ays-
tern.~ herefor~e, software monitors can 'substantiate or refute a previously
a-rrived at decision.

Of course, one must weigh the cost involved in embedding
software monitors withta a couple of DivMSs against the cost that might even-
tually be incurred if' the miost efficient DMS ie not selected. The testing may
clearly-point to the best candidate before this level of testing is ever reached
ande it wovoud be fruitltess to continue, but if this is not the case then the de-
cision stated above m'~ust be made.

This lovel of testing also could be used to optimize parti-
cular capabilitieg within a DMS. Softwarý. monitors, ketnel analysis and
modeling cat, he us-e4 to identify problem areas within a particular DMS andl
also to optimizeýK the efficiency of the 1)MS. If the problem area has been
loosely iden'titked, thenl, by using the above mentioned techniques, the caust.
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of the problem can be ,pLipointed and perhaps coz rected by experimenting
with other procedures a d obtaining performance data on them. For example,
a software monitor i-nay, indicate that the access method that is presently
being utilized is the cause of the bottleneck. Then by using a modeling tech-
nique such as FORMS, -various other file structures and access methods can
be simulated and perfoeimance data collected. Decisions can then be based
on hard quantifiable dati.

Bacause oi the limited capabilities of the presently avail-
S<able modeling packagos,, software monitoirs again would be the most feasible
Sf the three techniquLS,, the only requirement being that good documentation
of the DMS must be available.

bThe information gathered during the implementation of
these tedhniques should be sufficient to reach a. decision. However, if even
a more thorough understanding of the, system is desired and it is worth the
price, then the testing could proceed to Step 8.

(5) Step 8

Sftep 8 consists of either using hardware monitors in con-
junction with software mo.nitors or employing a sophisticated modeling and
simulation packages to derive a more complete understanding -of total sys-
tem performance.

These 'techniques are neither easy nor inexpensive to
employ, but certain situations might require their utilization.

No small amount of planning is required to properly em-
ploy a combination of hardware/software monitors. The hardware monitors
and system's clocks must be synchronized in order to reduce, collate and
subsequently analyze the collected data. Duplication should be avoided and
the monitors should be so placed as to capture the performance of the
whole system. For example, while software monitors are embedded in the
DMS, the hardware monitors can be determining channel, activity, CPU-I/O
overlap and device activity. This data, after it is reduced and collated can
then ue used to reconstruct the operation of the system, including DMS-OS
interface, DMS-applications programs interaction, etc.

Modeling or simulating an entire system would be almost
prchibitively expensive and difficult unless pre-packaged software could be
used. Such software, however, is at present neither flexible nor specific
enough to accomplish the purpose associated with this level of testing. This
technique was included, however, because of the capabilities that may even-
tually lie within the utilization of this technique.

Subsequent to the completion of this level of testing, the
complete methodology has been traversed and a decision regarding the
"selection, acceptance, or optimization of a DMS should have been made.

If not, then, the methodology allows testing personnel to
re-onter the cycle at any point. Perhaps the requirements need to be
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re-examined - even- the requ.rement for a DMS or pýrhaps the data collected-
indicated a problem area or vital functik-!that hal niot been previously'in-
vestigbted. Therefore, the, to-'t per'sonnel u .•i• •b. allow-ed to rbtrace some
of their steps ind rdaccompliAh some of the testing with the new situation
being'-consldered. As soon a' a OMS or a padiicular aspecit of it, has been
selected or-accepted, the tedting can stop.

I, c. Summary

The DMS Test Methodology appearing above is to serve as a
guideline in the-selection and/or acceptance of a DMSor the solution of a
DMS problem. It is to be used as a tool to guide system test personnel
through the logical processes that make up a test methodology, It does not
attempt or suggest-that the tept process be completely constricted to the
framework suggested by the methodology. Steps can be skipped and the
hierarchy can be entered or exited at anypoint within the schema. The main
aim is to help arrive at the selection, acc,-ptance or optimization of a DMS
and the tool can and should be molded to coincide with the purposes or each
particular test and evaluation.
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IV. DMS CHARACTERSTIC/TEST PAIRING

1. Introduction

The purpose of this section is to make a firm link between the DMS char-
acteristics which were presented in Section I1 and the various test techniques
which were described in Section II.

Part 2, Characte-ristic Aggregation, will discuss the situation in which
many DMS characteristics are measured in aggregate by given testing tech-
niques and ways of interplreting the results of these tests including how to iso-
late required unique characteristics by the use of multi-phase testing tech-
niq ue s.

Part 3, Charactsristic/Test Pairs, will make the firm link between each
of the characteristi .s listed in Section II and those testing techniques des-
cribed in Section ILI which can be used to test the characteristics.

Part 4, Measurement/Test Pairs, will use the results of Part 3 to indi-
cate in what way each test technique wilr be used for evaluating a particular
DMS.
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2. Characteristic Aggregation

iI ,,Many of the DMs characteristics listed in Section- II are stro0,gly inter-
related or bound together, and may be tested either in whole or in ý=,ot. An
example of this phenomenon would be in Section IV. 3 .3 - Software Facilities.
This characteristic is further broken down into thirteen other characteristics,
but they are all inter-related and bound together as one area of DMS charac-
teristics.

The discriminatory powers of certain test me'.i. tds are broad enough
and can be used to test DMS characteristics in aggregate. Benchmafk pro..
grams can be designed to measure a general area or a single characteristic
of a DMS. The same can be said of all of the Lývi8 test tools, especially
those producing "hard" results,

The situation described in the precedirng paragraphs results in the ca.se
where many DMS characteristics are me- ,.ired in aggregate by given test
tools. In some cases an aggregate measalreiiieht may give the desired re-
sults or, the evaluation team can interpret the results of the aggregate test
to isolate the performance of a singic characteristic. Multi-phase testing
can also be a valuable tool to isolatx, a desired characteristic's test results
when testing in an aggregate fashion. Various factors, such as hardware/
software environment, test data, etc., can be varied with each test run to
highlight the perfurmance ofa desired characteristic. This requires, how-
ever, that the prospective tit ttor be familiar with the operations of the DMS
being tested so that the resi.;,s of the multi-phasing reflect the performance
of the characteristic that i, in question.
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3. Characteristic/Test Pairs

This section will make a firm link bet tftaL 'f tne DMS characteris-
tics and the various techniques. This linking p*ce'sb is Lhow-nin matrix
form with the DMS characteristics listed in S n II forming ýthe' rows, ,.nd
the testing techniques, which are identified bi" !wr codes, forming th" cul-
umns. The letter codes assigned to the testing-tec•m'qeifs are:4-

A - Benchmark Programs
B - Modeling
C - Simulation
D - Hardware Monitor
E - Software Monitor
F - Documentation Analysis
G - Operational Analysts
H - Numerical Scoring Method

The characteristics and test techniiaes will be linked together bythe pre-
sence of either an "H" or "S" in the applicable column. The letter "H" indi-
cates that the results of the test will be "Hard" and. "J" indicates "Soft" teet
results.

Also included in the matrix is a reference number which references the
matrix shown in Part 4, "Measurement/Test Pairs, " which is described
in the next section,
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'Test Techniqjue: Benchiffibrk Tests

R-eference
Number e urret

1.11. 3 Gross Whifijiiig
1.11.3. 1 bro 6sAtU-ig

I.~~~ 113 rs imings.,
I. II., 3. 3Gross ti-min~g-s,
I.II. 3.3 4Gross timings.,
I. II. 3. Gross timings.
I.II. 3.56 Gross' timiings

is IL. 3. 6. 2Gross -tiin-inks.
I.II. 3.6. 3 Gro~ss. tmirid'~s
1.11. 3'.6.A Gross, timxinfgo.
1. 11.3. 6.5 bGrosstimin gs-.
i.'IL 3. 7 Gross tim`ingis.
I. Ii. 3. 8 6 ro 9s'l ti min gs.
1. 11. 4 'Gross ti'mingsi-
I..l. 4. 1 Gross atiixf-ngs

I.IIA.4. Gross tim'fi~g's
I.II. 4. 3 Gross timillg's.
I.II. 4.4 ~ Gros s, timizni S.
LA'IA . 5 Gross, timings.
1.11. 4. 6 ýGross- timizhgs.

4 1.II. 4.7 'Gross timin-gs.

I. iii1 1. 2. 2. 1 Gross timifiis.-
i.,I11. 1.zo2.2.2 Gross timings.
I.111.2. 4 Gr~oss timings.
1. III. 2_.2 Gross -timhings.
I. III. 2.6 s. 1 G s tiigs.
1.111.3.-11 Gross ýtiming-compare tio~b.8 accei!ss rethod",iifriings,
1.111. 3. 2. 2. 1 rs-timing-compiare to-timings- ff,',fiII.3.. ,.
I.111. 3.2. 2. 2 Gross timing --corn-pare'pto timin'igs 4-f.IJIL 3.~2,2.1'.
I. 111. 3.2. 2. 3 Gross timinigs.

I.III. 3_-2, 2. 4. 1 Grosstmis.
1. 111. 3. 2'. 2. 4. 2 Gross tityiinjs.
I.-111. 3. 2. 2.4. -3 Gross timing'O.
I.IIIA Gross tim~ings,.
1. 111.4. 1 Gross timtings.
I. 111. 4. 1. 2 Gross timnings.
1.III. 4. 2 Gross tirfings.
1. 111. 4. 2. 1 Gross timings.
I. Ill. 4; 2-. 3 Gross timings.-
I. 111. 4. 2. 4 Gross. timing-s.
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Reference
Number Measurement

II Gross timings.
II. I Gross timings.

Gross timings.
ILI A Gross timings.

Ii. I. 4Gross timings.
I. 11. 2. 4Gross-tim
II. II Gross timings.
II. II. 5 Gross timings..
II. II. 5. 1 Gross timings.;II. II. S. 3 Gross timings.
II. II. 5. 3. Gross timings.
II. II. 5. 3. 2 Gross timings.
II. II. 5. 3. 3 Gross timings.
II. 53. 3.3 Gross timings.
II. II. 5. 3. 3.3 Gross timings.
II. 11. 5.3. 3.41 Gross timings.

II. III. Gross timings.
IL III. 2 Gross timings.

II. III. 3 Gross timings.
II. ii. 4 Gross timings.
11.111.4 Gross timings.
SII. II. 6 Gross timings.
IIII.6 1 Gross timings.
II. lII. 6. 2 Gross timings.
II. I.26. 2 Gross timings.

II. 1.2. . Gross timings.
III. I. . Gross timings.
II. I. 3. 1 Gross timings.

IV. I. 3 Gross timings.
IV. 1.3. 1 Gross timings.
IV. I. 3. 2 Gross timings.
IV. 1. 9. 3 Gross timings.
IV. I. 9 Gross timings.
IV. I. 9. 5. 3 Gross timings.
IV. I. 9. 5.4 Gross timings.
IV. I. 9. 6 Gross timings.
IV. . 9. 6Gross timings.
IV. I. 9. 6. 2 Gross timings.
IV. I. 9. 6. 3 Gross timings.
IV. I. 9. 6. 3 Gross timings.
IV. I. 9.6. 7 Gross timings.
IV, 1. 9.97 Gross timings.
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Reference
Number Measurement

IV. 111. 3 Gross timings.
III. 3. 1. 1 Gross timings.

iV.,III. 3. 1. 2 Gross timings.
IV. III. 3. 1. 3 Gross timings.
IV. 111. 3. 1.4 Gross timings.
IV. III. 3. . 5 Gross timings.
IV. 111. 3. 1.6 Gross timings.
IV. III. 3. 1. 7 Gross timings.
IV. III. 3. 1.8 dross timings.
IV. III. 3. 1. 9 Gross timings.
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MEASUREMENTITEST PAIRS

Test Techniqiqie: Modeling/Simulation

Reference
Number Measurement

I. I Obtain operational timings on varying logical-'structuies.

'1 -I. Z..1. 1. 1/O timings.
,-L 1IL. I'. 1. 2 I/O timings.

1141I. 2.2. 1 .Access timings.
I. 11. 2. 2. 2 Access timings.
I11.,I0 2.1 Access timings.

III.2. 2 Access timings.
SIII.-'.,2. 2. 1 Access timings.
I:I1I.3'. 1- Timing differeifces,- overhead differences between OS and

DMS methods.
1. III. 3. 2•2 Overhead figures for indexing.
I. III . 3.,2 2. 1 Overhead figures for chaining.
SI, :IL 3. Z. 2. Overhead :figures for chaining.
t{ 1 iL 3. Z. 2. 3 Overh~adfigureo for chaining.
I. III. 3. 2. 2. 4 Overhead figures for chaining.
I.,III. 3. 2. 2. 4. 1 Overhead figures for chaining,.
I. III. 3. 2. 2. 4. 2 Overhead figures for chaining.
I. III. 3. 2. 2. 4. 3 Overhead figures for chaining.
oI. II. 4 Access timings, average number 6f seeks per record.°
I.1lI. 4. 1, Overhead figures for indexing, access timings.
I. III. 4. 2 Overhead figures concerned with randomizing, access

timings.
LJi. 4,2 . 1 Access timings,
L. Ili.4.2. 3 Access timings, overhead figures.
t ll. 4. Z.A Access, imings, ovexhead, figure s,

i i I/O timings, device usage statistics, channel activity,, over-
head figures.

IL I I/0 timings, device usage statistics, channel activity, over-
head figures.

IL J. 2 I/O overlap, device ýusage statist~cs. overheads figures,.
II. . 2. 1 I/0 overlap, device usage statistics, overhead figures.
ii. L 4 I/O timings, device, usage ýstatistics, gross timings.
IL..- 5 Overhead figiures, device usage-6statistics.

11.1 Overhead figures, de ice •sage statistIcs, channel acti--ity
andove ro.eap.

II. II.4- Overhead -figlrcs', device usage statistics.
III. 5 __I/O activity- figures, device usage statistics, accesstirrings,

overhead figurect,
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K• •ference
r-•iber Measurement

, I; IL:5, 1 Access timings, average number of seeks, I/0.timings-anid
overlap.

I.,IU. 5.2 Acce ss timing s, 1/-6 timings, ddevice usage statistics.
11. If. 5. 3 Overhead figures, I/O tifaings,. device usage statistics,

S-gross timings.
II. II. 5. 3. Z Overhead figures,- I,/O timings, device usage statistics,

gross timings.
H. II. 5. $3 3- •Ove'rhead :figures, I/O timings, device u/sage statistics,

?g,,oss timings.
IL IL 5. 3.3 Overhead figures, IjO timings, device usage, stati'stics,

gros stimings.
11. TI 5.3. 3 ,3- Overhead figures, I/O timings, ,pVice iisage statistics,

gro.ss timings.
f1.1i. 5. 3. 3.. 'Overhead figures, I/0 timings,ý device usage statistics,

gross timings.
-II. IL 6 Qverhead figures, 110 usage siatistics.

Ii. III ,Access timings, deý.vi-e usage statistics, I/OCfile activity.
II. III. 2 Access timifigs, dcl te usage statistics, .1/0 file activity,

I/O overlap.
II. III. 3 Device usage s' ', ý ics, I/O activity aid overlap, overhead.

figure s.
IL.. 111. 4 Device us:,Ye' -ttisticq, 7/. activity-and overlap, overhead

figure g.
II. III, 5 Device u-sage,'sta4tistics, I/O activity and overlap, overhead

figures.
tI. III. 6 ifleyice usage statistics, I/O activity and overlap, overhead

figures.
II. III. 6. 1 Device usage :statistjcs, I/O-activity and overlap, overhead

figure s.
II. III. 6. 2 Device usage statistics, I/O activity and overlap, overhead

figures.
II. III. 6. 6 Device usage statistics, channel activity, I/O overlap.
II. II. 6. 6. 3 Device usage statistics, channel activity, I/O overlap,

overhead figures.
II. III. 7 Device usage statistics, channel activity, 1/O overlap.
I. II. 8 :bevice usage statistics, channel activity, IO overlap.

II. IV. 1 NModule activity, gross timings.
II. IV. 2 M-odule activity, gross timings.
II. IV. 3 Mod.4le activity, gross timings.
II. IV. 4 Mt Juile activity, gross timings.
II. IV. 5 Modtile activity, gross timings.

III I/C " •tivity, overhead figures, device usage statistics,
'.Kfdule activity.
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Refe'rence

"Number Meapurement

"III. I/O activity, overhead figures, device usage statiatics.

SIl. III I/Oactivity, overhead figures, device usage statistcs.

III. IV I/O activity, overhead figures, device usage statisic's.

IV I/O act~vity 4.nd overlap, overhead figures, device usage
statistics, module activity.

IV. I. 2 Channel activity, I/O timings, overhead figures, access
timing s.

IV. I. 3 Access timings, average number of seeks ,per hit, I/0,
overlap and timings.

IV. 1. 3. 1 Access timings, average nunaiber of seeks ;aer hit, I/OJ'
overlap and timings.

IV. L 3. 2 Access timings, average number of seeks per hit, I/0
overlap and timings.

IV, L 3.3 Access timings, average number of seeks per hit, I1.0
overlap and timings.

IV. I. 7 Overhead figures, I/0 usage and overlap.
IV. I. 9 Module activity, gross timings.
IV. L. 9. 5. 2 Module activity, gross timings.
IV. I. 9. 5. 3 Module activity,, gross timings.
IV. L 9. 5. 4 Module activity, gross timings.
IV. I. 9. 6 Module activity, gross timings.
IV. 1. 9. 6. 1 Module activity, gross timings.
IV. I. 9. 6. Z Module activity, gross ,timings.
IV. 1.,9. 6,. 3 Module activityj gross timings.
IV. I.'9. 6. 4 Module activity, gross timings.
IV. I. 9. 7 Module activity, gross'timings,

IV. II Device usage statistics, I/O channel activity and oveirlap,
I/O timings.

IV. III Moduleactivity, device usage statistics, I/O activity-over-
lap, overhead figures, scheduling activity, allocation.

IV. IIL 3 'Module activity, device usage statistics, I/0 activity-over-
lap, overhead figures, scheduling activity, allocation.

IV. III. 3. 1. 2 Module activity, device usage statistics, I/O activity-over-
'lap, overhead figures, scheduling activity, allocation.

IV. III. 3. 1. 3 Modtk. activity, device usage statistics, I/O activity-over-
lap, overhead figures, scheduling activity, allocation.

IV. I11. 3. 1. 5 Module activity, device usage statistics, I/O activity-over-
lap, overhead figures, scheduling activity, allocation.

IV. III. 3. 1. 7 Module activity, device usage statistics, I/O acti' ity-over-
lap, overhead figures, scheduling activity, aliocation.
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Reference
Numbe r Measurement

IV. III. 4. '1 Module acti-vity, device Usage ptatistics, if/-activity-rover-
lap, overhead figures, scheduling activity, allocation.

IV. ILIA. 2 Module activity, device usage statistics,, 140 activity-over-
lap, overhead figures, scheduling activity, allocation.

IV. III. 5 Module activity, device usage statistics, 1/0 activity-over-
lap, overhead figures, scheduling ac,"vity, allocation.

k" IV. i. 6, 1 Module activity, device usage statistic" j I/0 activity-ove-r-
lap, overhead figures, scheduling -ivity, allocation.

IV. III. 6. t Module activity, device usage statistics, I/O'activity-over-
lap, overhead figures, scheduling activity, allocation;

IV. III. 6. 3 tModule activity, device usage statistics, I/0 activity-over-
lap, overhead figures, sdheduliiig activity, allocation.

IV. III. 6. 4 Module activity, device usage statistics, I/O activity-over-
lap, overhead figures, scheduling activity, allocation.
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MEASUREMENT/TEST PAIR-

Test Technique: Hardware Monitors

Reference
Numbe r Mea sprement

I. III Channel activity, I/O activity, gross timings.
I. I1. 1. 2. 2. 1 Core usage statistics, channel-I/O activity and timings.
I. III. 1. 2. 2. 2 Core usage statistics, channel-I/O activity-and timings.
i. III. 4 Channel activity, I/O activity and timings, access timings.
I. II. 4. 1 'Channel activity, I/O activity and timings, access timings,

core allocation.
I. III. 4. 2 Channel activity, I/O activity and timings, access timings,

core allocation,

II Channel activity, I/O activity and timings, core allocation.
II. i Channel activity, I/O activity and timings, core allocation.
II. II Channel activity, I/O activity and timings, core allocation.
II. IL. 5 Channel activity, I/O activity and timing-s, core allocation,

I/O overlap.
I II. 5. 1- Channel activity, I/O activity and timings3, core allocation,

1/0 overlap.
II. II. 5. 1. 1. 2 Channel activity, I/O activity and timings, core allocation,

I/O overlap.
II. II. 5. 1. 1. 3 Channel activity, I/O activity and timings, core allocation,

I/O overlap.
IL II. 5. ). 2. 1 Channel activity, I/O activity and timings, core allocation,

I/O overlap.
II. IL. 5. 1. 2. 2 Channel activity, i/O activity and timings, core allocation,

I/0 overlap.
II. II. 5. 2 Channel activity, I/0 activity and timings, core allocation,

I/O overlap.

II. III Channel activity, I/P activity and timings, core allocation,
I/O overlap.

II.III. 2 Channel activity, I[0 activity and timings, core allocation,
I/O overlap.

II. III. 3 Channel ai vity, I/0 activity and timings, core ? p')ocation,
I/0 overlap.

11 III. 4 Channel activity, I/O activity and timings, core a-i.f..ition,
I/O overlap.

I. III. 6. 6 Channel activity, I/O activity and timings, core allocatior,
1/O overlap.

II. III. 6. 6. 1 Channel activity, I/O activity and timings, core allocation,
I/O overlap.

I1. III. 6. 6. 2 Channel activity, I/O activity and timings, core allocation,
I/O overlap.
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Reference
Number Measurement

III Channel activity, device usage statistics, I/O timings and
overlap

III. I Channel activity, device usage statistics, F/O timings and
overlap

III. 1. 1.3. 1- CPU timings.
III. 1. 1.3. 2 CPU timings.
III. 1. 1. 3.3 CPU timings.
lil. 1. 1.3.4 CPU timings.
III. I. 1.3. 5 Module activity.
III. I. Z. 1. 1.2 Core usage statistics.
III. I. 2. 1. 1.3 Device usage statistics, I/O activity.
II1. 1. 2. 1. 2. 1 CPU timings, core/module usage statistics.
"III. 1.2. 1.2.2, CPU'timings, core/module usage statistics.
III. I. 2;. 1. 2. 3 CPU timings, core/module usage statistics.
II1.1.2. 1. 3. 2. 4 I/O timings, module usage statistics.
1I. I. 2. 1. 3. 2. 5 CPU timings, module activity statistics.
III. I. 2. 1. 3. 2. 7 Module activity statistics.
III. I. 2. 1. 3. 2. 8 Module activity statistics, 1/0 usage and timings.
I. I. 3. 2. 1. 2 Module activity statistics, CPU time.
III. I. 3. 2. 1. 3 Module activity statistics, CPU time.
SIII. 1.4. .i. 1.l4 Core usage statistics.
III. I. 4. 2. 1. 1.5 Channel aotiiVity statistics, I/O activity statistics.
II. I. 4. 2. 2. 1. 1 Module activity statistics.
III. I. 4. 2. 2. 1. 2 Module activity statistics.
III. I. 4. 2. 2. 1.3 Module activity statistics.

III. II Module activity statistics.
III. .2 Module activity statistics.
III. 1I. 4. 5. 1 Module activity statistics.
lI. I1. 4. 5. 4 Module activity statistics.
III. 11. 4. 7. 2. 1 CPU timings.
111.11. 4.7.2.2 CPU timings.
III. II. 4. 7. 2. 3 CPU timings.
III. II. 4. 9. 4. 1 Module activity statistics.
III. II. 4.9.4.,2 CPU timings.

II. 11. 1. 2 Module activity statistics.
III. II1. 1. 3 Module activity statistics.
III. Ill. 1.4 Module activity statistics.

IV Channel activity, I/O activity and overlaps, module activity.
IV. I, 3 Channel activity, I/O activity and overlaps, timings.
IV. I. 3. 1 Channel activity, I/O activity and overlapb, timings.
IV. I. 3. 2 Channel activity, 1/O activity and overlaps, timings.
IV. 1, 3. 3 Channel activity, I/O activity and overlaps, timings.
IV. I. 9 Channel activity, I/O activity and overlaps, timings,
IV. I. . Channel activity, I/O activity and overlaps, timings.
IV. 1. 9.2 Channel activity, I/O activity and overlaps, t.mings.
IV. 1. 9. 3 Channel activity, I/O activity and overlaps, timings.
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Refe rence
-unbe r Measurement
IV. I. 9.4 Channel activity, 1/0 activity and overtiaps, timings.IV. 1. 9. 5 Channel activity, I/O activity and overlap6, timings.IV. 1. 9. 5, 2 Channel activity, I/O activity and overlaps, timings,IV. I. 9. 5. 3 Channel activity, i/o activity and- overlap&, timings.IV. I. 9. 5. 4 Channel activity, I/O activity and overlaps, timings.) IV. 1. 9. 6 Channel activity, I/O activity and overlaps, timings.IV. 1. 9.6. 1 Channel activity, IO activity and overlaps, timings.IV. L.9.6. 2 Channel activity, I/O activity and overlaps, timings.IV. L 9. 6. 3 Channel/activity, I/O activity and overlaps, timings.IV. I. 9. 6.3 Channel-activity, I/O activity and overlaps, timings.IV. I. 9.6. 4 Channel activity, I/O activity and overlaps, timings.

IV. L. 9.7 Channe I activity, 1/0 activity and overlaps, timings.

IV. III. 3., 1.1 Core usage, I/0 and channel activity, timings, moduleactivity.IV. III. 3. 1. 2 Core usage, IO and channel activity, timings, moduleactivity.
IV. III. 3. 1. 3 Core usage, 1/0 and channel activity, timings; module

activity.IV. Il. 3. 1. 4 Core usage, I/O and channel activity, timings, module
activity.

IV. III. 3. 1. 5 Core usage, I/O and channel activity, timingsi module
activity.IV. III. 3. 1. 6 Core usage, I/O and channel activity, timings, module
activity.IV. I11. 3. 1. 7 Core .usage, I/O and channel activity, timings, module
activity.IV- J1l1. 3. 1. 8 Core usage, 1/0 and channel activity, timings, moduleactivity.IV. III. 5 Core usage., I/O and channel activity, timings, module
activity.
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MEASUREMENT/TEST PAIRS

Test Technique: Software Monitors

Reference
Number Measurement

I. II. 3 Gross timings, overhead figures, module activities.
I. II. 4 Gross timings, overhead figures, module activities.
I. II. 4.2 Gross timings, overhead figures, module activities.
I. II. 4.3 Gross timings, oveihead figures, module activities.
L II. 4.4 Gross timings, overhead figures, module activities.
I. II. 4.5 Gross timings, overhead figures, module activities.
L 1I. 4. 6 Gross timings, overhead figures, module activities.
I. 11.4.7 Gross timings, overhead figures, module activities.

I. III Gross timings, overhead' figures, module activities, I/O
activity/overlap.

I. III. 1. 2. 2. 1 Gross timings, overhead figures, access timings, I/O
activity/overlap.

I. III. 1. 2. Z. 2 Same as I. III. 1. 2. 2. 1-compare.
.1. -I. 2. 1 Average seek tine, per record.
I. Ill. 2.2 Same as I. 111. 2. 1-compare.
I. III2. 2. 1 Same as I. Ill. 2. 1-2. 2-compare.
IIII.3.1 Same as 1. 111.i.2.2. 1 and . 2.2.2.
I. UI. 3. 2. 2 Gross average record~access time, overhead -figures.
"I. 'I1. 3. 2. 2. 1 Gross average record access time, overhead figures.
I. III. 3. 2. 2. 2 Gross average record access time, overhead -figures.
I. III. 3.2. 2. 3 Gross average record access time, overhead figures.
I. III. 3. 2. 2.4. 1 Overhead figures.
I. III. 3. 2. 2. 4. 2 Overhead figures.
I. III. 3. 2. 2. 4.3 Overhead figures.
L II. 3. 2. 2. 5 Gross average record access time, overhead figures,
I. 111. 4 Average access times, overhead figures, module act.rity.
I. III. 4, 1 Average access times, overhead figures.
1. 111. 4. L . Average record access timings, overhead figures.
1.111. 4. 1. 2. 2 Average record access timings, overhead figures. compare
I. 11. 4. 1. 2. 3 Average record access timings, overhead figures.
I. II 4. 2 Average record access timings, overhead figures, module

activity.
I. 111 4. 2. 1 Average record access timings, overhead figures.
1. III. 4. 2. 1 Average record access timings, overhead figures.
I. III. 4. Z. 2. 1 Average record access timings, overhead figures.
I. III. 4. 2. 3 Average record access timings, overhead figures.
I. III. 4. 2. 4 Average record access timings,, overhead ifigures.

II Gross timings, channel activity, I/O overhlp, module
activity.
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Refe rence
Numbe r Measurement

II. I. 4 Gross timings, channel activity, I/O overlap, module
activity.

II. I. 5 Module activity, timings, overhead figures.

I. II Module activity, -timings, overhead figures, channel activ-
ity, I/O overlaps.

II. II. 5 Module activity, timings, overhead figures, channel activ-
ity, I/O overlaps, access time.

HI. II. 5. 1 Module activity, timings, overhead figures, channel activ-
ity, I/O overlaps, access time.

IL II. 5. 1. 1.2 Channeladctivity, I/O overlap.
II. II. 5. 1. 1.3 Channel activity, I/O overlap.
11.11. 5.2 Same as IL II. 5.
II. II. 5._3 Same as II. II. 5
II. II. 6 Overhead figures.

-IL III Gross timings- module activity.
II. III. 2 Gross 'ýimings, module activity, average access time, I/O

activities.
II. III. 3 Gross timings, module activity, average access time, I/O

a ctivitie s.
II. III. 4 Gross timings, module activity, average access time, I/O

activities, overhead.
II. III. 5 Gross timings, module activity, average access time, I/O

activities.
II. III. 6 Gross timings, module activity, average access time, I/O

activities.
IL III. 6. 1 Gross timings, module activity, average access time, I/O

activities.
II. III. 6. 2 Gross timings, module activity, average access time, I/O

a ctivitie s.
II.II.I 7 Gross timings, module activity, average access time, I/O

activitie s.
II. II. 8 Gross timings, module activity, average access time, I/O

activities.

III Module activity, overhead involved, channeLand I/O activ-
ity, overlap.

III. I Module activity, overhead involved, channel and I/O activ-
ity, overlap.

III. I. 1. 3. 1 Overhead figures.
III. I. 1. 3. 2 Overhead figures.
III. . 1. 3. 3 Overhead figures.
III. 1. 1. 3. 4 Overhead figures.
III. 1. 1. 3. 5 Overhead figures.
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i ~Re fe rence '
RefNumber Measurement

III. I. 2. 1. 1. 11 Overhead figures.
III. I. 2-.1. 1. 2 Overhead figures, module activity.
III. I. 2. 1. 1. 3 Overhead figures, device (channel) usage.
III. 1. 2. 1 1. 4 Overhead figures.
III. I. 2. 1. 2. 1 'Overhead, figures.
II1 I. 2. 1. 2. 2 Overhead figures, module activity.
III. I. 2.1. 2. 3 Overhead fi.gures, access timings.
III.I. Z. 1. 3. 1 Overhead figures.
III. I. 2. 1.3. 2. 4 Overhead figures, I/O activities and timings.

III.. 2. 1. 3. 2. 5 Overhead figures, CPU timings, module activity.
III. .2. 1. 3. 2. 6 Overhead figures, module activities.
III. I. 2. 1. 3.2.7 Overhead figures, module activities.
I11. I. 2. 1. 3. 2. 8 Overhead figures, module activities, access timings.
ILl. I. 2. 1. 3.2. 9 Overhead figurzes.
111. 1. 2. 1.3. 2. 10 Overhead fignzes.
III. L 3. 1. 1.2. 1 Overhead figures, module activity.
1I. I. 3. 1. 1. Z. 2 Overhead figures, module activity.
III. I. 3. 1. 1. 3 Overhead figures.
'III. I. 3. 2. 1. 1 Overhead figures.
III. I. 4. 2. 1. 1. 1 Module activity.
I11. I. 4. 2. 1. 1. 4 Core usage statistics.
III. i. 4. 2. 1. 1. 5 Channel activity.

III. II Overhead figures, gross timings, ;module activity.
III. II. 1 Overhead figures, gross timings, module activity.
IlII..3. 5, Overhe d figures.
111.11.3.6 Overhead figures,
III. IIL 4. 2. 1 Overhead figures.
111.11. 4.2. 2 Overhead figures.
III. II. 4. 2. 3 Overl;ead figures.
III. 11. 4.2.4 Overbhead figures.
III.11, 4. 5. 1 Overhead figures.
III. II.4. 5. 2. 1 Overhead figures.
111, 11. 4. 5.2.2 Overhead figures.
ill. 114. 5. 3 Overhead figures.
III. II. 4. 5. 4 Overhead figures.
I11. II. 4. 9. 1 Overhead figures, module activity.
III. II. 4. 9. 2 Overhead figures.
III. II. 4. 9. 3 Overhead figures.
III. I. 4. 9.4. 1 Overhead figures, module activity.
III 1.14. 9.4. 2 Overhead figures, CPU timings.

III. IV Overhead figures, module activity.

IV Module activity, I/O and channel activities, gross timings,
access timings,
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Reference,-
Numbe r' Measurements

IV. I. 3 Module activity, I/O and channel activities, gross timings,
, access timings.

IV. I. 3. 1 Moddule activity, I/Oand 'channelactivities, gross timings,t. Iaccess timings.
IV. 1.3.2 Module activity, I/O and'channel-activities, gross timings,

access timing s.
IV. I. 3. 3 Module activity, i/O and channel activities, gross -timings,

access timings.
IV. L 9 Module activity, grosstirnings, I/O timings/overlap, over-

:head figures.
IV. I. 9. 1 Module activity, gross timings, I/6 timings/overlap, over-

head figures.
IV..L 9. 2 Module activity, gross timings, I/O timings/overlap, over-

head figures.
IV. f. 9. 3 Module aceivity, gross timings, I/O timings/overlap, over-

head figures.
-IV I. 9.4 Module activity, gross timings, I/O timiiigs/overlap, over-

head figures.
IV. i. 9. 5 Module activity, gross timings, I/O timings/overlap, over-

head figures.
IV. I. 9. 5. 2 Module activity, gross timings, I/0 timings/overlap, over-

IV. I. 9. 5. 3 Module activity, gross timings, I/O timings/overlap, over-

IV. I. 9. 5.4 Module activity, gross timings, I/O timings/overlap, over-S~head -figure s,

IV. I. 9. 6 Module activity, gross timings, I/O timings/overlap, over-
head figures.

IV. I. 9. 6. 1 Module activity, gross iimings, I/0 timings/overlap, over-
head figures.

IV. I. 9. 6. 2 Module activity, gross timings, I/O timings/overlap, over-Shead figure s.

IV. I. 9. 6. 3 Module activity, gross timings, 1/O timings/overlap, over-
head figures.

IV. I. 9. 6. 4 Module activity, gross timings, I/O timings/overlap, over-
head figures.

"IV. ! 9. 7 Module activity, gross timings, I/O timings/overlap, over-
head figures.

IV. III Module activity, gross timings, I/O timings/overlap, over-

head figures.
IV. III. 1 Module activity, gross timings, I/O timings/overlap, over-

Shead figure s.

IV. III. 2. 3. 1. 1 Module activity, gross timings, I/O timings/overlap, over-
; head figures.
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IV. IIL1 2.Z. 1J. 2 MýOdule akiibwayj piri~ tiitg ,6I/OtiwiiiigJor1., Woeg

IV.,III.,2. 3. 1.3 9t1~~~x~ rs 'tftniig8,~-

fil

IV. III. 2. 3'. 2i 2 _Module 6 tv&~y g-ot~~~, 1 ii~s:bve r IaMe
he-dig s -a

IV.. III. 2. 3.-3,. 1 M.rc-L acPv'?y grsqtiyixvs, 10.;
IV. II.2. . 3 1 odue atw 9ty 1_t3*4"i 41:0s,0i/ r~ini~g to ri-ap oe

IV. 111. 2. 3. 3. 3- Module; a.~zt1Vty iiig-lO iig/ovrpoe

IV,. 111. 2. 3. 4. 1 1vouý!tyi~ ~s ~nWg, VIpAriming.6,ov)e~rlap over-ý
lhoad'figufe,. 

-IV. 111. 2. 3. 4. 12 Modul gwly 4rs~m~~ /OtIn~9 lpi ove.

IV. 111. 2. 3. 4. 3 Mouec-v6- rsstmng,-/~inhs/vr~p v&T
'head' Xigue

IV. 111, 3 Moduleý axctivit,,tygrp s ,tiraings1, IT/bOt"' ngs/,overelap, -ve r-
head.i ~f*S-.

ITT 11 3. 1. 1 Moduie ac~tivity,ýj ýgi-osýirhin sI tpig/Oeklp vx
head Iigures. is / i~nsoelp vr

IV., 111. 3. 1. 2 Module activity, g±ost~iig / iig/vZap over.
head figures..

TV. 111. 3. 1. 3 Module activity, gross timings, 1/0 tfixnhrig /lovo krlap, Pver..
head fgrs

IV. 111. 3. 1. 4 Module activity, ýgxobs .tnihigs, 11"ligIfelilpa.
head. figures. tnigsorlpov-

IV. Ill. 3. 1. Module activtyý, gross timnings, I/QO:timnihg6./over11aP, -over-.
head-figulres..

IV". 111. 3. 1. 6 Module activity, g ro ssW Miirg,ý, I/O timihg 6/ ovd rap,, over..!
headt figures.

IV. 111. 3. 1. 7 Module activity, grpss timiings, I/0 timiings/Joverflap,. over-
hepad figukes.

IV. 111. 3. 1. 8 Module activity, .gross timing,,,, I-/'O ti.-nings/`oVerlap over!.
head figures.

IV. 111. 3. 1. 9 Module activity, gro a-timing s, 110 Airring s/ovidria p, over-
head figure~..

IV. 111. 5 Module activity, gk'osfs -tirnihgs, 1/0 tirningsi'overlap, Over-
head figures.
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MEASUREMENT,/ TEST PAIRS

Test Technique: Operational Anzilysis

Reference
Nufmbe r ,Measurement

L I. 1 Operational performance evaluation.

I. II. 3 Ope rational performance evaluation.
J. IL 4 Operational performhance evaluation.
I. II. 4. 2 Operational- performance, evaluation.
I. II. 4.3 Operational performance evaluation.
I. II. 4.4 Operational performance evaluation.
I. 11.4.5 Operations ? performance evaluation.
' I. II. 4.6 Operational performance evaluationi.
I.,11 4.7 Operational perfoirmance evaluation;

1. III Overall performance of storage structure,
I. III. 1. 2.2. 1 Performance/characteristics of the 'OS-supplied access

methods.
I. III. 1.2. 2. 2 Performance/characteristics of the DMS-supplied access

methods.
I. III. 2. 1 Operational performance evaluation.
1.111.2.2 -Operational performance evaluation.
I. III. 2. 2. 1 Operational performance evfLluation.
I. III. 3. 1 Operational performance evaluation.
I. III, 3. 2. 2 Operational performance evaluation.
I. III 4 Operational performance evaluation.
I. III. 4. 1 Operational performance evaluation.
I. III. 4.2 Operational performance evaluation.

II Ope rational pe rformance evaluation.
II. I. 3.2. 1 Detect anyoperational problems of handling files created

by this language.
11.1.3.2.2 Detect any operational problems of handling files created

by this language.
II. I. 3.2.3 Detect any operational problems of handling files created

by this language.
I. L. 3.-2. 4 Detect any operational problems of handling files created

by this language.
II. I. 3.2. 5 Find any operational problems with this attribute.
11. I. 3.3 Find any operational problems with tbis attribute.
II. I. 3.4 Find any operational problems with this attribute.
II. . 4 Detect any problems concerning file population function.

IL II Detect problems/outstanding points of the Update function.
II. II. 5 Detect operational good and bad points of access and mani-

pulation.

ri 207



Reference,
'Number. Measurement

II. II. 5. 1 Ope rational performance anaiysis.,
II. .5. 2 Ope rationalI •performan-ce- a:Ia~yis,
II. iI. 5.,3 Ope rational, performance analysis.

II. II. 5. 3. Z Ope rational pe rformance analy§sis
II. I. 5. 3. 3 Operai.`ionhal perforfmance alhal§yis.
II. II. 5.3. 3.2 Ope rational performance analysis.
II. II. 5. 3. 3. 3 Operational, performance analysis.
II. II. 5.,3. 3. 4 Ope rationail performance analysis.
II. L. 6 Operational perf6rmance analysis.

II. III Operational, performance analysis-.
II. III. 1 Operational pe.rformance analysis.
II. III. 2 OperationalF performance analysis.
II. III. 3 Operational performance analys'sis.
ILI.II,4 Operational .performance analyisis.
II. III. 5 Operational performance analy.sis.
I. 1.1. 6 Operational performance analysis. d
II. III. 6. 1 Operational performance analysis.

HL 111.--6. 2 Ope rational- pe rformance -analysis.
II. III. 7 Operational performance analysis.

II. III. Operational performance analysis.

II. IV. I Determine ase oth use andror problerts withform, duringe
ope ration.

Ii. IV. 2 Determine if there are enough operands. during use plus
correctness.

I1. IV. 3 Determine if there are enough operators during use plus

correctness.
II. IV. 4 Determine reliability and correctnes of statistics.
II. IV. 5 Determine reliability and correctness of the conditional

expressions.

III Operational performance /characte ristical evaluation.
III. II Operational performance evaluation of all system error

recording.
IlL II. 3. 3. 1 Check for proper termination.
III. II. 3. 3. 2 Check for proper execution.

.II1. II. 4. 7. 2. 1 Check for proper execution.
III. II. 4. 7. 2. 2 Check for proper execution.
III. II. 4. 7. 2. 3 Check for proptr execution,
I1. II.4. 7. 3. 1 Operational ana,•ysis.
III. II. 4. 7. 3. 2 Operational analysis.
III. II. 4. 7. 4. 1 ,Operational analysis.
III. II. 4. 7.4. 2 Operationaý analysis.
III. IIL 4. 7. 4. 3 Operational analysis.
I11. I1. 4. 7. 4. 4 Operational analysis.
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"Niýuber. 'Measure rnent

II I:_It,4, 7,5. -1 Afialysis-0f system resource-Susable.
11, ±l4. 5, 2 Analysis of system -resources usable.
III. 1. 4. 8. 1 Operational analysis of-user,--pecified Hmitations..
-III iL 4.,8. 2 Operational analysis ,of user-s6ecified limitations.
III. IL. 4.8.3 Operationa1 analysis of user-specified limrifitions.
Ill. II . 9. 1 Operational analysis of User-epeicified' limtations.
III. II. 4. 9. 2 Operational analysis oi use-r-specified limitations.
III.M. 4. 9. 3 Operational analysis of user-specified lifiitations.
III. II. 4.9; 4. 1 Operationaalanalysis of user-specified limittions.
III. II. 4. 9.4. 2 Operationa!ýanalysis of user-specified limitations.

IIII. I Operational analysis of error detection:hnd recovery.
* ,IIL III, 1. 2 Operational analysis of error detection aid recovery.

III. III. 1.3 Operational a-ýalysis of error detectipp and recovery.
III. III. 1.4 Operational analysis of error detection and recovery.
III.II. 2 Analysis- of error messages.
-11I. I11 3 Analysis of file backupfacilities provided',
III. III. 3. 1 Analysis of file backup facilities provided.
IIL IIL 3.2 Analysis of file'backup facilities provided.
III. IIIt 3. 3 Analysis of file backup facilities provided.
III. III. 4. 1 Analysis of processing interrupt facilities.
III. III. 4. 2. 1 Analysis of processing interrupt facilitie's.
III. 111. 4. 2'. Analysis of processing interrupt facilities.

) III. IH. 4. 4 Operational analysis of process termination.
III. III. 4. 5 Operational analysis- of process alteration.

III. IV. 9. 1 Operational analysis of,automatic destruction capability.
III. IV. 9. 2 Operational analysis of automatic destruction capability.
III. IV. 9. 3 Operational analysis of automatic ,destruction, capability.
III. IV. 11. 1 Analysis of read protection facilities provided.
III. IV. 11.2 Analysis of read protection facilities provided.
III. IV. 11.3 Analysis of read protection facilities provided.
III. IV. 11.4 Analysis of read protection facilities provided.
III. IV. 12. 1 Analysis of write protection facilities provided.
III. IV. 12. 2 Analysis of write protection facilities provided.
III. IV. 12. 3 Analysis of write protection facilities provided.
'II. IV. 12. 4 Analysis of write protection facilities providel;

IV Operationc:l ana:ysi, of the host environment interrelationships.
IV. I. Z Operational nalysis of the programming modes provided.
IV. . 3 Operational analysis of the access methods.
IV. 1. 3. 1 Operational analysis of the access methods.
IV. I. 3. 2 Operatio0nal analysis of the access methods.
IV. I. 3. 3 Operational analysis of the access methods.
IV. I. 5 Analysis of language form in operational use.
IV. I. 6. 1, 1 Operational analysis of data structure referencing statement.
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IV. I. 6. 2. 1 Operatiorial analysis of data structure referencing statement.
IV. I. 6. 3. r Operational analysis of data structure referencing statement.
IV. 1. 6. 4. 1 Operationa`l analysis of data structure referencing statement.
IV. I. 7. 2 Analysis of error handling facilities.
IV. I. 7. 3. 1 Analysis of selection criteria during use.
IV. 1. 7. 3. 2 Analysis of selection criteria during use.
IV. I. 7. 3. 2. 1 Analysis of selection-criteria during use.
IV. I. 7. 3. 3 Analys-4s of selection criteria during use. f
IV. I. 7. 3. 3. 1 Analysis of selection criteria during use.
IV. I. 7. 3. 3. 2. 1 Analysis of selection criteria during use.
IV. I. 7. 3. 3. 2. 2 Analysis of selection criteria during use.
IV. 1. 7.3.3. 2. 3 Analysis of selection criteria during use.
IV. I. 7. 3. 3. 3 Analy-ais of sele-ctiofi criteria during use.
IV, I. 7. 3. 4 Analysis of selection criteria during use.
IV. I. 8. 1. 1 Operational analysis of security features provided.
IV. I. 8. 1. 2 Operational analysis of security features provided.
IV. I. 8. 2 Operational apilysis of security features provided.
"IV. I. 8.3. 1 Operational analysis of security features provided.
IV. 1. 8. 3. 2 -Operational analysis of security features provided.
IV. 1. 8. 3. 3 Operational analysis of security features provided,
IV. I. 9 Operational analysis of data manipulation staterrenrts,
IV. I. 9. 1 Operational analysis of data manipulation state"rf'•t•s.
IV. I. 9. 2 Operational analysis of data manipulation state , eints.
IV. I. 9. 3 Operational analysis of data manipulation stallemento.
IV. I. 9.4 Operational analysis of data manipulation stiteements6.
IV. I. 9. 5 Operational analysis of data manipulation .ater-ents.
IV. I. 9.,5. 2 Operational analysis of access statements,
IV. 1. 9. 5. 2. 1 Operational analysis of access ,tatemerv,.
IV. I. 9. 5. 3 Operational analysis of these stateme:t~s.
IV. I. 9. 5. 4 Operational analysis of these statem; ',-.
IV. I. 9. 6 Operational analysis of these stateaenut,
IV. I. 9,. 6. 1 Operational analysis of these state/ineaks.
IV. 1. 9. 6. 2 Operational analysis, of-these starnemits.
IV. I. 9. 6. 3 Operational analysis of these sý,Atement_.
IV. I. 9. 6. 4 Operational analysis of these itatemxnnts.
IV. I. 9i 7 Ope rational ana lysis of these statemi-its.
IV. I. 9. 7. 2. 1 Operational analysis of these btatame•ts.
IV. 1. 9. 7. 2. 2 Operational analysis of these statements.

IV. II. 3. 4. 1 Operational analysis rf the sign-off procedure.
IV. 11, 3.4. Z Operational analysis of the sign-off procedure.
IV. 11. 3.4.3 Operational analytiis of-the sign-off procedure.
IV. II. 3. 5. 1. 2. 1 Operational analysis of CRT features
IV. IL, 3. 5. 1. 2. 2 Operational analysis of CRT features.
IV. II. 3.5. 1. 3. 1 Opcrational analysis of C.RT features.
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IV. II. 3. 5. 1. 3. 2 Operational analysis of CRT features-.
IV. II. 3. 5. 1.3.3 Operational analysis of CRT features.,
IV. II. 3. 5. . 13.4 Operational analysis of CRT features.
IV.,II. 3. 5. 1.3.4. 1.1 Operational analysis of CRT features.
IV. II. 3. 5, 1. 3. 4. 1.2 Opera\tional analysis of CRT features.
IV. II. 3. 5. 1. 3.4. 2. 1 Operational analysis of CRT features..
IV. II. 3. 5. 1L 3.4.2.2 Op(erational analysis of CRT features.
IV. II. 3. 5. 2. Z Analysis of teletype error correctioh facilities.
IV. 11. 3. 5. 2. a. 1 -Analysis of teletype error correction facilities.
IV. II. 3. 5. 2. a. a Analysis of teletype error correction fac'iities.
IV. iI. 3. 5. a. 3. 1 Analysis of teletype error correction faciit5ties.
IV. II. 3. 5. 2. 3. 2 Analysis of teletype error correction facidities.
IV. II. 3. 5. 3. 1 Analysis of impact of unusable keyboard keys.
IV. II. 4. 1 Analysis of recovery procedure facilities.
IV. II. 4. 2 Analysis of recovery procedure facilities.
IV. II. 4. 3 Analysis of recovery procedure facilities.

IV. III. 1. 1 Analysis of the uniprogramming environment.
IV. III. 1. 2 Analysis of the multiprogramming,-environment.
IV. III. 1. 2. 1 Analysis of the multiprogramming environment.
IV. III. 1. a. a Analysis of the multiprogramming environment.
IV. II. 1. Z. 3 Analysis of the khultiprogramming, envixonment.
IV" III, 1. 2. 4 Analysis of tl-e '-nultiprogramming environment.
IV. II. 1. 3 Analysis of the multiprocessing environment.
IV. III. 2. 1. 1 Analysis of data base integritý features.
IV. I1. 2. a. 1 Operational evaluation of scheluling/interrupt handting.
IV. III. 2. 2. 2 Operational evaluation of scheduling/interrupt handling.
IV. III. 2. 3. 1. 1 AnaLysis of features for concurrency ol operations.
IV. I1. 2. 3. 1. Z" Analysis of features for concurrency of operations.
IV. I1I. 2. 3. 1. 3 Analysis of features for concurrency of operations.
IV. 111.2.3.2. 1 Analysis of 1eatures for concurrency of operations.
IV. III. 2. 3. 2. 2 Analysis of features for concurrency of operations.
IV. I1. a. 3. 3. 1 Analysis of features for concurrency of operations.
IV. I112. 3'. 3. 2 Anys is of features for concurrency of operations.
IV. HI. 2. 3. 3. 3 A&,Alysis of features for concurrency of operations.
IV. I1. 2. 3.44, 1 Aniysis of features for concurrency of operations.
IV. III. 2. 3. 4. 2 Analysis of features for concurrency of operations.
IV. T1I. Z. 3. 4. 3 Analysis of features for concurrency of operations.
IV. III. 3 Operational analysi!. of software f,'cilities.
IV. III. 3. 1. 1 Operational analysis of software facflties.
IV. III. 3. 1. Z Operational analysis ruf softw3.re facilities.
IV. III. 3. 1.3 Operational analysis of software facilities.
IV. III. 3. 1.4 Operational analysi6 of software facilities.
IV. III. 3..!. 5 Operational analysis of softrare facilities.
IV. 1I1. 3. 1.6 Operational analysis o," software facilities.
IV. III. 3. 1.7 Operational analysis of 2oftwa-:e facilities.
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'IV, III. 3. 1. 8 Operational analysis, of software facilities.
IV. III. 3.1. 9 Operational analysis of software facilities.
IV. III. 3. 2. 1 Operational analysis of software facilities.
IV. III. 3'. Z. Z Operational analysis of software facilities.
IV. III. 4. 1 Operational analysis of interactive operation.
IV. III. 4. 1. 1. 1 Operational analysis of interactive operation.
IV. 111. 4. 1.1. Z Operational, analysis of interactive operation.
IV. III. 4. 1. 1. 3 Operational analysis of interactive operation.
IV. I1I. 4. 2 Operational analysis of conversational mode operation.

MV. 111.4. 2. 1 Operational analysis of conversational mode operation.
IV. IL 4. 2. 2 Operational analysis of conversational mode operation.
IV. Il. 4. 2. 3 Operational analysis of conversational mode operation.
IV. III. 4. 2.4 Operational analysis of conversational mode operat ion.
IV. 111. 4. 2. 5 Operational analysis of conversational mode operation.
IV. Ill. 4. 2. 6 Operational analysis of conversational mode operation.
IV. 111. 4. .. 7 Operational analysis of conversational mode operation.
IV. 11,, 4. 2. 8 Operational analysis of •conversational mode operation.
IV. 1IL. 4. 2. 10. l Operational evaluation.
IV. Ill. 5 Operational analysis of batch process operation.
IV. II.S. 1. 1 Operational analysis of batch process operation.
IVI. III. 5. 1.2 Operational analysis of batch process operation.
I,. III. 5. 1. 3 Operational analysis of batch process operation.
IV. IlI. 5.,2 Operati-onal analysis of batch process operation.
IV. III. 5. 2 1 Operational analysis of batch process operation.
IV. III. 5. 2. 2 Operational analysis of b;tch process operation.
IV. III. 5. 2. 3 'Operational analysis of batch process operation.
IV. III. 5. 2. 4 Operationp-t~analysis of batch process operation.
IV. lf. -5. 3. 1 Operational analysis of batch process operation.,
IV. II. 5. 3. 2 Operational analysis of hatch process operation.
IV. III1. 3.3 Operational a~nalysis of batch process operation,
IV. III. 5. 3. 4 Operational analysis of batch process operation.
IV. III. 5. 4 Operational analysis of batch process operation.
IV. UI. 5. 5 Operational analysis )f batch process operation.
IV. ifl. 5. 6 Operational analysis of batch process operation.
IV. III, 5. 7 Operational analysis of batch process -pe ration.
IV. Ill. 5. 8 Operational analysis of batch process operation.
IV. II. 5. 9. 1 Operational analysis of batch process operation.
IV. IlL 5. 9. 2 Operational analysis of batch process operation.
IV. III. 5.1,0. I Operational analysis of batch process operation.
IV. III. 5. 10. Z Operational analysis of batch process operation.
"IV. Il1. 5. 10. 3 Operational analysis of batch process operation.
IV. ill. 5. 11 Operational analysis of 1--tch process operation.
IV. III. 6. 1 Operational analysis of DMS.
IV. III. 6. 2 Operational analysis of DMS.
IV. IIi. 6. 3 Operational analysis of DMS.
IV. I1. 6. 4 Operational analysis of DMS.
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MEASUREMENT/TEST PAIRS

Test Technique: Documentation Analysis

Reference
SNumbe r Measurement

I. I Determine types of structure allowable.
I. 1. 1. 2. 1. 1 Determine what the system term is.
I. 1. 1. 2. 1. 2 Determine the storage representation.
I. I. 1. 2. 1. 3 Determine allowable length.
1. I. 1.2. ?. 1 Determine 'what the system term is.
I. 1., 1. 2. 2. 2 Determine the storage representation.
L I. 1.2. 2. 3 Determine allowable length.
I. I. 1. 3. 1. 1 What is the fixed length.
I. I. 1. 3. 1. 2 Find the allowable length range.
I. I. 1. 3; 2. 2 Find the allowable length range.
1. . 1. 6.3 What are the output editing attributes.
I. I. 1. 6.,4 What are the I/O conversion attributes.
SI. Z.2. 3. 5. 1 Find whether group identifiers/sequencers are required or

optional
I. 1. 2. 3. 5. Z' Find the number of items used as identifiers/sequencers.
I. L2. 3. 5. 3 Find whether identifiers/sequencers are ascending/des-

cending sequence.
I. I. 2. 5. 1 Find the number and type of constituent items.
1. I. 2. 5.2 Find the number and type of constituent items in compound

group.
I. I. 2. 5. 4. 3 Find the allowable number of levels of subordination.
I, I. Z. 5.4. 4 Find the allowable number of dependent groups per parent

group.
I. I.2. 5.4. 5 Find the allowable number of peer groups at same level of

subordination.
I I 3. 5. 1 Find allowable number of levels of subordination of com-

posite groups.
I. 1L 3. 5.2 Find allowable number of dependent groups per parent group.
I. I. 3. 5.3 Find allowable number of peer groups at same level of

subordination.
I. 1. 3.5.4 Find the placement criteria for inserticn of a new consti-

tuent group occurrence.
I. I. 4. 5. 1 Find the limitation number and type of group/group rela-

tionships comprising the entry.
I. I. 4.5.2 Find the number of hierarchic levels allowed per entry.
I. I.4. 5.3 Find the number of relations in which a dependent group ,nay

participate.
I. I, 5, 3. 4. 1 Find the maximum number of synonyms allowable.

I. 1.5. 5. 1 What is the allowable number of files per data base.
I. I. 5. 5. 2 Find the allowable number and type of entries per file.
1.1.5.5.3 Find the limitations on inter-entry relations.
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I. II. L 1 Find what language form is used.
I. I1 3.6. 1 Find which attributes may be deleted for an item.,
1I. I3. 6. 2 Find which attributes may be deleted for a gi )up.
I.11. 3. 6. 3 Find which attributes may be deleted for a group relation;
I. II. 3.6.4 Find which attributes may be deleted for an entry.
I. II. 3. 6.5 Find which attributes may be deleted 'for a file,.
I. II. 3, 7 Find which attributes may be expanded or modified.
I. IL 3.8 Find which attributei may be deleted or replaced.
I. II. 4.7.3 Find the sequence of constituent definitions.

I. II What is the allowable storage, structure.
I. i. '1. 2\. I. 1 What sequential devices are available.
I. II1. 1.2. 1.2 What direct access devices are, available.
I. IIIH 1. 2. 4 What control does the iuser have over index arrangement.
1 III. 4 What storage access methods are available.

II What data manipulation functions are available.
I. I. 2. 1.5 What. diagnostics are provided-
II. 1. 3. 1. 2.3 What other physical media is accept-able.
II. I. 3. 2.5 What other system processors are available.
"II. I. 3.'6 What are the multi-file input capabilities.
II 1. 4. 5 What monitoring and error detection facilities are, provided.

II. II. 3. 2. 1 What format(s) is used.
II. II. 3. 2. 6 What data validation features are provided.
II. II. 3. 2. 7 What data editing and transformation features are provided.
II. II. 4. 2., 1 Find the format used.
I 1. 4.4 Find the data validation features. avaiable.

II. II. 4.5 Find the editing and transformation features available.
II. II. 6- 1 Find what system detected eierors are provided.
11.11,6.2 Find what operating system e'rrors are provided.
II.II. 6.8 Find what system statistics are provided.
II. IL 6.9 Find what audit trail features are provided.
I1.11. 6. 10 Find what backup file features are available.

II. III. 1. 1. 1 Find what operators are available.
II. II. 1. 1. 2 Find what logical connectors are available.
II. III. 1. 2. 1 Find how complex expressions can be.
I. III. 1. 2. 2 Find how many levels of nesting are provided.

11 III. 2. 2 Find what data selection statements are available.
Ii III. 3. 2 Find what data extraction statements are available.
Ii. III. 7. 3.4 Find the number of lines per page provided'
II. III. 8. 3. 8 Find what standard options are provided.

II. IV. 5. 3. 3 Determine how many conditional expressions can be com-
bined directly.
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II. IV. 5. 3.4 Determine maximum number of levels of nesting using
parentheses.

II. TV. 5. 3. 7 Find what the precedence rules, for logical connectors with-
in parentheses are.

Il. I. 1. 1 Find how many recording categories are provided.

IlhlI Find out what types of error recording are provided.

Il. IV. 5 Determine the maximum number of access categories with-
in each security level.

IV. 1. 7. 2 Determine what type of error handling is provided.
IV. I. 7. 3. 2. 1 Find what, conditional expression capabilities are available

for selection.
IV. I. 7. 3. 3. 1 Find what logical and relational operators are provided.

IV. II. 1. 1 Find what the processor requirements are.
IV. II. 1. 2. 1 Find what the minimum memory requirements are.
IV. II. 1. 2. 2 Find what the minimum memory requirements are.
IV. II. 1. 3 Find what' the required hardware options are.
IV. II. 2. 1. 1. 1 Determine what the tape drive requirements are.
IV. Ii. 2. 1. 1. 2 Determine the direct access device requirements.
IV. II. 2. 1. Z. 1 Determine what the tape drive requirements are.
IV. IL. Z. 1. 2. 2 Determine the direct access device requirements.
IV. I1. 3. 1. 1 Find the maximum number of on-line consoles or terminala

to be connected.
IV. II. 3, 1. 2 Find the maximum number of actve consoles.
IV. II. 3. 1. 3 Find the maximum number of on-line users.
IV It. 3. 2 Determine what the machine interface is,

S. ,11. 3. 3. 1 Findwhat the manual start-x i procedure is.
IV. It. 3. 3. Z Find what the automatic start-up procedure ixz,
IV. II. 3. 5. 1. 3.

4. 3. 1 Determine the number of lines per display.
IV. II. 3. 5. 1.3.

4.3.2 Determine the number of characters per line or display.
IV. I, 3. 5, 1. 3.

4.4 Determine what the available character set is.
IV. II. 3. 5. Z. 1 Determine the speed in characters per second on the tele-

type.
IV. II. 3. 5. 3. 1 Find what the system reserved keyboard characters are.
IV, II. 3. 5. 3. 2 Find the number of special command keys and their defini-

tion.

IV. II. 3. 1. 6 Determine what the additional software feature facilities are.
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IV. III. 4. 1. 1.3 Finu which DMS functions are available in the interactive
mode.

IV. III. 4. 2. 1 Find which DMS functions are available in the conversa-
tional mode.

IV. III. 5. 11 Determine the maximum number of users that can simul-
taneously oper-ate remotely.

IV. IV. 1. 1 Determine if the documentation is adequate.
IV. IV. 1. 2 Determine if the documentation is adequate.
IV. IV. 1. 3 Determine if the documentation is adequate.
IV. IV. 1. 4 Determine if the dccumentation is adequate.
IV. IV. 2. 1. 1 Determine if the documentation is adequate.
IV. J.V. 2. 1. 2 Deternmine if the documentation is adequate.
IV. IV. 2.1.3 Determine if the documentation is adequate.
IV. IV. 2. 2. 1 Determine if the documentation is adequate.
IV. IV. 2. 2. 2 Determine if the documentation is adequate.
IV. MV 2. 2. 3 Determine if the documentation is adequate.

216



MEASUREMENT /TEST PAIRS

Test Technique: Nufnerical Scoring Methods

Reference
Number Measurement

1.1. 1. 1 Ye s/no.
.1. 1.2I. 1. 1 Yes/no.

1. I. 1. 2. 1. 2 Rating scheme.
1. 1.1..1.3 Rating scheme.
I. I. 1. Z. 1. 4 Yes/no.
1.1. 1.2.2. 1 Yes/no.
1. I. 1.2. 2. 2 Rating scheme.
I. I. 1. 2. z. 3 Rating scheme.
1. 1. 1.2.2.4 Yes/no.
1.1. 1. 2. 3.1 Ye s/no.
1. . 1.2.3.2 Yes/no.
I. 1. 1.2.3.3 Yes/no.
I.1. 1.3.1 Yes/no.
I. I. . 3. 1. 1 Yeslno.

I. I. 1. 3..1. 2 Rating scheme.
L1I. 1.3. 1.3. 1 Yes/no.
I..I. 1. 3. 1. 3.2 Yes/no, rating scheme.
L1.. 1.3. 1.3.3 Yes/no.
I. I. 1. 3. 1. 4 Rating scheme, yes/no.
-I.I.1. 3. 1. 5 Ye s/no.
",I. 11. 3.1. 6 Yes/no.
1. 1. 1.3.2. 1 Ye s/no.
1.1. 1. 3.2.2 Yes/no, rating scheme.

1. 1. 1.3.2.3. 1 Yes/no.
I. 1. 1.3, 2. 3. Z Yes/no.

I. I. 1. 3. 2. 3.4 Yes/no, rating scheme.
I, 1. 1. 3.2.5 Yes/no.

1.1. 1.3.2. 6 Yes/no.
1. t. 1.4.1 Yes/no.
1. 1. 1.4.2 Ye s/no.
I. 1. 1.4.3 Ye s/no.
1.. 1.4.4 Yes/no.
I.1. 1.. 4.5. 1 Yes/no.
I.1. 1.4.5.2 Ye ss/no.
1.1. 1.4.6 Yes/hio.
1.1. 1. 5. 1. 1 Yes/no.
I.1. 1. 5. 1. 2 Ye z/no.
1.1. 1.5. 2. 1 Ye s/no.

S1. 11, 5. 2. 2 Yees/no.
. I. 1. 6. 1 Yes/no, rating scheme.

I. I. 1. 6. 2 Yes/no, rating scheme.
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Reference Measurement
S~Nurnbe r

I. I. 1. 6. 3 Yes/no, rating scheme.

I. I. 1. 6.4 Yes/no, -rating scheme.

1. 6.5 Yes/no.
1.1. 1.7. 1 Yes/no.
1..1. 1.7.2 Yes/no.
I. I. 1. 7.3 Yes/no.
1.1.1.7.4 Yes/no.
i.-1. 1. 7.5 Ye s/no.
1.1.2. 1 Ye s/no.
1.1.2.2. 1 Yes/no.
1 1.IZ. Z. 2 Ye s/no.
1.1.2.2.3 Yes/no.
I.1.2.. 4 Ye s/no.
I. 1.-. 3. 1 Yes-/no, rating scheme.

.1.2.3.2. Rating scheme.
.... 3.3 Yes/no.
"1.1.2.3.4 Yes/no.
1.1.23. 5. 1 Yes/no.
--.. 2.3.5. 2 Rating scheme.

2. 3. 5. 3 Yes/no, rating scheme.

2. 4. 1. 1 Yes/no.
1.1.2.4. I. z Ye s/no.
i. 1.. 4.2. 1 Yes/no.
. . 4. 2. 2 Yes/no.

I.I..2.. 1 Rating scheme.
iI. I.. 5.2 Rating scheme.
I. 2. 5. 3 Rating scheme.

I. . 2.5.4 Rating scheme.
1. .2. 5.4. 1 Yes/no.
.1.-.5.4. Z Ye s/no.

I. I. 2. 5. 4. 3 Rating scheme.
I, I. Z. 5. 4. 4 Rating scheme.
I. I. 2. 5.4. 5 Rating scheme.
1.12. 6. 1 Ye s/no.
I.1.2. 6. 2 Yes/no.
I. I. 3. 1 Ye s/no.
1..3.2.. 1 Ye s/no.
I.1.3. Z. 2. 1 Yes/no.
I.1.3. 2. 2.2 Ye s/no.
1.1.3.3. 1 Yes/no.
1. ,3.3. 2 Yes/no.

1.1.3.3.3 Yes/no.
i. 1. 3.3.4 Yes/no.
1.1.3.4. 1. 1 Ye s/no.
I.1.3.4. 1. 2 Yes/no.
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Number Measurement

1.1. 3.4. 2,. 1 Yes/no.
1 1. 3.4. 2. 2 Yes/no.
I.I. 3.5. 1 Rating scheme.
SL L 3.5.2 Rating scheme.
I. 1. 3.5.3 Rating scheme.
I.I. 3.5.4 Rating scheme.
I. 1. 3.6. 1 Rating scheme.
I.I.C4.1 Yes/no.
1.1.4.2.1 Yes/no.
1,1.4.2.2 Yes/no.
1.1.4.3.1 Yes/no.
1.1.4.3.2 Yes/no.
1.1.4.3.3 Ye s /no.
1.1.4.3.4 Yes/no.
1.1.4.3.5 Yes/no.
I. 1. 4.4. 1. 1 Yes/no.
I.1. 4.4. 1. 2 Yes/no.
1. 1. 4.4.2. 1 Yes/no.
I. 1. 4.4. 2.2 Yes-/no.
1.1.4.5.1 Yes/no.
1.1.4.5.2 Yes/no.
1.1.4.5.3 Yes/no.
1. 1. 4.6. 1 Yes/no.
I1 1. 4. 6.2 Yes/no.
1.1.5. 1 Yes/no.
1.1. 5. Z. 1 Yes/no.
I. I. 5. 2. 2. 1 Yes/no.
1.1,5.2, 2.2 Yes/nio.
I. L, 5.3.1 Yes/no.
1. L.5.3. 2 Yes/no.
1.1. 5.3.3 Yes/no.
1.1.5.3.4 Ye s/no.
I. 1. 5.3.4. 1 Rating scheme.
I. i. 5. 3. C-2 Yes/no.
I. 1. 5. 4. 1. 1 Yes/no.
I. 1. 5.4. 1. Z Yes/no.
I. 1. 5 5. 1 Rating scheme.
I, I. 5.5.2 Rating scheme.
I. L 5.5.3 Yes/no, rating scheme.
i. 1. 5.6. 1 Yes/no.
1.1.5.6.2 Yes/no.
i. 1. 5. 6. 3 Yes/no.
i. 1. 5.6.4 Yes/no.

IL II. 1. 1 Rating scheme.
I. II, 1.2 Yes/no.
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I.1. 1.3 Yes/no.
I.I. 2. 1 Yes/no.
1 .H1.2.2 Yes/no.
I. If. 2.3 Yes/no.
1.11. 2.4 Ye sno.
SI. II. 3. 1 Yes/no.
I. II. 3.2 Yes/no.
.II.3.3 Yes/no.

1. Ii. 3.4 Yes/no.
I. II. 3.5 Yes/no.
I. II. 3. 6. 1 Ye sJtb.
I. II. 3.6. 2 Ye s/nO.
I. II. 3.6.3 Ye S/no.
I. II. 3. 6.4 Ye~s/no.-
I. II. 3. 6.5 Yes/no.
I. II. 3-. 7 Yes/no.
I. II. 3.8 Yes/no.
I. 11. 4. 1. 1. 1 Yes/n6.
I. Il. 4. 1. 1. 2 Yes/no.
1. II. 4. 1. 1. 3 Yes/no.
1. 11. 4. 1.2. 1. 1 Yes/no.
1. 11. 4. 1. 2. 1. 2 Yes/no.
1.11.4.2. 1 Yes/no.
I. 11. 4. 2. 2. 1 Yes/no, rating scheme.
I. 11. 4.2.2.2 Yes/no.
I. I. 4.2.3. 1 Yes/no.
1. Il 4.2.3. 2. 1 Yes/no.
I. 11. 4.2.3.2.2 Yes/no.
I. 11. 4.2.3.3 Yes/no.
I. II. 4.2.3.4 Yes/no.
I. I. 4. 2. 3.4. 1 Yes/no.
I. 11. 4.2.3.4.2 Yes/no.
.I. 1.4. 2. 3.4. 3. 1 Yes/no.

I. 11. 4. 2. 3.4. 3.2 'e s/no.
I. I. 4. 2. 3.4.3.3 Yes/no.
I. 11. 4.2.3.4.3.4 Yes/no.
I. I. 4. 2. 3.4. 3.5 Yes/no.
I. 11. 4.2. 3.4.3. 6 Yes/no.
I. 11. 4. 2. 3.4. 3. 7 Yes/no.
1. 11. 4. 2. 3. 4.3.8 Yes/no.
I. I1. 4. 2. 3.4.3.9 Yes/no.
L. II. 4. 2. 3. 4.

3. 10 Yes/no.
I. 11. 4.2.3.4.

3. 11 Yes/no.
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Reference
Number Measurement

1. I. 4.2'.3.4.
3.12 Yes/no.

I. I. 4.2.3.4.
3. 13 Yes/no.

I.IL.4".Z. 3. 4.
3, 14 Yes/no.

1. 11. 4. 2. 3.4-.
3. 15 Yes/no.

1. I. 4. 2. 3.4.
3. 16 Yes/no.

I. IILA4. 2. 3. 4.
3.17 Yes/no.

• I. II. 4. 2.3.4 .

3. 18 Ye s/no.
1. I. 4.2.3.4.

3. 19 Yes/no.
SL 1. 4.2. 3.4.

3.20 Yes/no.
I. 11.4.2.4 Ye s/no.
1.11.4.2.5 Yes/no.
I.11.4.3. 1 Ye s/no.
L II. 4. 3. 2 Yes/no.
I. IM 4. 3. 3 Ye s/no.
I. 11. 4.4. 1. 1 Ye s/no.
I. II. 4.4. 1. 2 Yes/no.
1. I. 4.4.2. 1 Yes/no.
I. I. 4.4. 2. 2 Ye s/no.
I. I. 4. 4.2.3 Yes/no.
1. I. 4.4.3 Ye s/no.,
I. I. 4.4.4. 1. 1 Yes/no.
I. I. 4.4. 4. 1.2 Yes/no.
1.-Il. 4. 4. 5. 1 Rating scheme.
I. I. 4.4. 5.2 Ye s/no.
i, 11. 4.4. 6 Ye s/no.
I. II. 4. 4. 6. 1 Yes/no, rating scheme.
1.11.4.4.7 Ye s/no.
1.11.4.4.8 Yes/no.
I. I. 4.4.8. 1 Yes/no.
1. II. 4.4.8.2 Yes/no.
1.11.4.5. 1 Yes/no.
I. I. 4.5. 2. 1. 1 Ye s/no.
I. II4. 5.-2. 1. 2 Ye s/no.
I. 11.4.5.3 Ye s/no.
I.11.4.5.4 Yes/no.
I. II. 4.5.5 Yes/no.
I. II. 4.5.6 Ye s/no.
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• " Rleie i~ence •
NUmber Measurement-

1.11I. 4. 6. A, Ye s/no.
oI. 1. 4. 6.2. 1. -Yes/no.
I. Il. 4. 6._2. 1,2 Yes/no.
'I. I.4. 6.3. 1 Yes/no.
-1. 1. 4. 6. 3. Z Yes/no.
I. It. 4. 6. 4 Yes/no.
I. IL 4. 7. 1 Ye s/no.
L IL 4. 7. 2. 1. 1 Yes/no.
SIL. 4. 7. 2. 1. 2 Yes/no.,-
I. IL. 4. 7. 3' Rating scheme.

I. 111. 1.1. 1 Yes/no.
I. 111. 1. 1. 2 Yes/no.
I I1. 1. 1. 3 Yes/no.
I. III. ,1. 1.4 'Yes/no.
I. III. 1. 2. 1. 1 Yes/no, rating scheme.
I. III. 1. 2. 1. 2 Yes/no, rating scheme.
I -111. 1.2. 2. 'e s/no.
L,, III. 1.2. 2. 1 Yes/no.
. 111. 1. 2. 2.2 Yes/no.

I.'III. 1.2.3. 1 Ye s/no.
-i,, III. 1. 2. 3. 2 Yes /no.
1. 111. 1.2.3.3 Yes/no.
SI.11. 1.2. 3.4 'Yes/no.
L 111. 1.2.3. 5 es/no.
I. 111. 1.2.3. 6 Yes/no.
SI111. 1.2.3.7 Yes/no.
I. III. 1. 2. 4 Yes/no, possibly rating scheme.

"1.11. 1. Z. 5 Yes/no.
"1.111.2. 1 Ye s/no.
I. III. 2. 2 Yes/no.
I 111. 2. 2. 1 Ye s/no.
I. III. 3. 1' Yes/no.
I. III. 3. 2. 1 Yes/no.
. 111. 3. 2. 2 Yes/no.

I. III. 3. Z. 2. 1 Yes/no.
I. III. 3. 2. 2. 2 Ye s/no.
I. I1. 3.2. 2. 3 Ye s/no.
I. 111. 3.2.2.4. 1 Yes/no.L I.lII. 3. 2. 2.4. 2 Yes /no.

I. 111. 3.2. 2. 4. 3 Ye s/no.
. 111. 3. 2. 2. 5 Yes/no.

I. 111. 3. 2. 2. 6 Ye s/no.
1.111.4.1 Yes/no.
I. II, 4. 1. 1 Yes/no.
Ill. 4. 1. 1. 1 Yes/no.
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I. 111. 4. 1. 2. 1 Yes/no.
I. III. 4. 1. 2. 2 Ye s/bo.
I. 111. 4. 1. 2. 3 Yes/no.
I. 111.4.2 Yes/no.
I. III. 4.2. 1 Yes/no.
I. 11. 4. 2. 2 Yes/no.
I. 111. 4. 2.2. 1 Yes/no,
1. 111. 4.2.3 Yes/no.
I. III. 4. 2. 4 Yes/no.

11. 1. 1. 1 Yes/no.Ye/noý
11.1. 1.2 Yes/no.
Ii. I. 1. 3 Yes/no.
11.1. 1.4 Yes/na.
II. I. 1.5 Yes/no.
II. I. 1. 6 Yes/no.
II. I. 2. 1. 1 Yes/no.
II. 1. 2.., 21 Yes/no,
11.1.2. 1. 3 Yes/no.
11.1.2. 1.4 Yes/no.
-If. I. 2. 1. 5 Yes/no.
II. I. 2. 2 Ye6/no.
II. I. 2. 3. 1 Yes/no.
II 1. 2.3.2 Yes/no.
II. 1. 2. 3. 3. 1 Yes/no.
II. 1. 2.3. 3.2 Yes/no.
11. 1. 2.3.3.3 Yes/no.
11.1.3 Yes/no..
Ii.I. 3. 1. i1 Yes/no.
II. I. 3. 1. 2. 1 Yes/no.
I. 1.3. 1. 2.2 Yes/no.
II. I. 3. 1. 2. 3 Yes/no, rating scheme.
II. 1.3.2.1 Yes/no.
II. 1.3.2.2 Yes/no.
II. 1. 3. 2. 3 Yes/no.
II. I. 3.2.4 Yes/no.
I. I. 3.2.5 Yes/no, rating scheme.
II. I. 3.3 Yes/no, rating scheme.
11.1.3.4 Yes/no.
II. I. 3. 5. 1. 1 Yes/no.
II. 1. 3.5. 1.2 Yes/no.
II. 1. 3.5. 1.3 Yes/no.
II. I 3.5.2 Yes/no.
II. I. 3. 5. 3. 1 Yes/no.
II1. 3. 5. 3.2 Yes/no.
III 1. 3.5.3.3 Yes/no.
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Number Mea surement

II. 1.3. 5.4. 1 Yes/no.
I. 1. 3.5.4. 2 Ye s/no.
iI. I. 3. 5.4. 3 Yes/no.
I. 1. 3.5.5. 1 Yes/no.
I. 1. 3.5. 5. 2 Yes/no.
"I 1. 3. 5. 5.3 Yes/no.
II. I. 3.'5. 5.4 Yes/no.
IL . 3.,5. 5.5 Yes/no.
-I 1. 3.5.5.6 Ye. 'no.
II I. 13.5. 5.7 Yes/no.
II. I. 3. 5. 6. 1 Yes/no.
II. 1. 3.5. 6. 2 Yes/no.
I1 1. 3.5. 6. 3 Yes/no.
I. 1. 3.5. 6; 4 Yes/no.
II 1. 3.5.6. 5 Yes/rno.
SI.1. 3. 5, 6. 6 Yes/no.
II. 1. 3.5.6.7 Yes/no.
II. 1.3.5.7. 1 Yes/no.
II. 13. 5. 7. 2 Yes/no.
II. I. 3. 5.7. 1 Yes/no.
II. I. 3. 5. 7.4 Ye s/no.
II. I.3. 6 Yes/no, rating scheme.
II. I. 3.7. 1 Yes/no.
II. 1.3.7.2 Yes/no.
II. I. 3.7.3 Yes/no.
II. I. 3. 7.4 Yes/no.
II. 1.4. 1 Yes/no.
11.1.4.2 Yes/no.
11.1.4.3. 1 Yes/no.
11.1.4.3.2 Yes/no.
II. 1.4.3.3 Yes/no.
II. 1.4.4. 1 Yes/no,
11.1.4.4.2 Yes/no.
II. 4.4.3 Yes/no.
11.1.4.5 Yes/no, possibly a r g scheme.II. I. !, 1 Ye s/no.
If.I. 5.~ Yes/no.

II. I. 5. 3 Yes/no.
11.1.5.4 Yes/no.
II. I. 5.5 Yes/no.
II. I. 5. 6 Yes/no.
II. I.5. 7 Yes/no.
11.1.5.8 Yes/no.

II.I.1.S1 Yes/no.
If. 1I. 1. 1 Yes/no.
11.11 1.2 Yes/no.

224

7'



Reference
Numbe r Mea surement

II. II. 1.3 Yes/no.
II. If. 1.4 Ye t/ no.
II. IL 2. 1 Rating scheme.
I. II. 2. 2. 1. 1 Yes/no.
II. II. 2, 2. 1. 2 Yes/no.
I. II. 2,2. 1. 3 Yes/no.
II. 11.4. Z. 1. 4 Yes/no.
II. 11.2. 2. 1. 4. 1 Yes/no,
I. I. 2. 2. 1. 4. 2 Ye sjno.
II. II. 2. 2. 1. 5 V's/no.
II. 11. Z. 1. 5; 1 Yes/no.
II. Il 2. 2.1. 5. Z Yes/no.
II.i. 2. a. r. 6 Yes/no.

II. 11. 2. Z. 1, Yes/no.
If. 11. 2, 2. 2. 2 Yes/no.
II.11 . 2. 3. 1 Yes/no.
II. II. 2. 2. 3. 2 Yes/no.
UI II. 2. 3. 1 Yes/no, rating scheme.
II. IL 2. 4. 1 Yes/no.
II. II. 2. 4. •1. 1 Yes/no.
11. I. 2. 4. Z Yes/no.
II. 11. 2. 4. 3 Yes/no.
IIII. 3. 1 Yes/no, rating scheme.
IU. II. 3. 2. 1 Yes/no, rating scheme.
II. 11. 3. 2. 2 Yes/no.
I1. I. 3. 2. 3 Yes/no.
I. 11. 3. 2. 4. 1 Yes/no.
II. I. 3.2. 4. 2 Yes/no.
II. I. 3. 2. 5 Yes/nc
IL, 11. 3. 2. 6 Ves/no, possibly rating scheme.
II.11. 3. Z. 7 1 es/no, possibly rating scheme.
II. II. 4. 1 'tes/no, rating scheme.
TI. 11, 4. 2. 1 Yes/no.
II. 11. 4. 2. 2 Yes/no.
II. 11. 4. 2. 3 Yes/no.
11. 11. 4. 2. 4 Yes/no.
IIII.4.3 Yes/no.
II. II. 4.4 Yes/no, possibly rating scheme.
_II. 1.4.5 Yes/no, rating scheme.
II. IT. 5. 1.1. 1 Yes/no.
II. II. 5. 1. 1. 2 Yes/no.
II. II. 5. 1. 1. 3 Yes/no.
11. I 5. 1. 1. 4 Yes/no.
IL 11. 5. 1. 2. 1. 1 Yes/no.
II. II. 5. 1. 2. 2. 1 Yes/no.
II. II. 5. 2. 1 Yes/no.
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SII. II.5. 2. 1. 1 Yes/no, rating scheme.
II. II. 5. 2. 1. 1. 1 Yes/no, rating scheme.
II. IT. 5. 2I.1. 2 Yes/no.
II. II. 5.3. 1 Yes/no, rating scheme.
II. II. 5. 3.2. 1 Yes/no.
"II. II. 5. 3. 2. 2- Yes/no.
II. Ii. 5. 3. 2. 3 Rating scheme.
IL IL 5.3.2.4 Yes/no.
II. II. 5. 3. 2. 5 Ye s/no.
II. II. 53.2. 6 Yes/no.
II. Il 5.3.3. 1 Yes/tiQ.
II. II. 5. 3. 3. 1!. 1. 1 Yes/no.
II. 11. 5. 3. 1. . 2 Yes/no.
II. II. 5. 3.3 1. L,. 3 Yes/no.
IL11. II5.3.3. 1. 1.4 Ye s,/no..
II. IT. 5. 3.3. 1. 1. 5 Yes/no.
II. II. 5. 3.3. 1.1. 6 Ye s/no.
II. 11. 5.3. 3. 1.2. 1 Yes/no.

1. IL 5. 3.. 1.2.2 Yes/no.
IL II. '5. 3. 3. 1.2. 3 Yes/no.
II. 11. 5.3.3. 1. 2.4 Yes/no.
II. If. 5.3.3. 1. Z. 5 Yes/no.
II. II. 5,. 3. 3. 1. 2. 6 Y-ýino.
II. II. 5.3.3. 1. 3. 1 Yes/no.
II. IL 5.3.3. 1.3. 2 Yes/no.
II. II. 5.3. 3. 1. 3. 3 Yes/no.
II. II. L. 3. 3. i. 3. 4 Yes/no.
I11. II5.3.3. 1. 3.5 Yes//no.
II. II. 5.3.3. 1. 3.6 Yes/no.
II. II. 5. 3. 3. 2. 1 Yes/no, rating scheme.
II. II. 5. 3. 3. 3. 1 Ye9/no, rating scheme.
II. II. 5. 3. 3. 4. 1 Yes/no, rating scheme.
II. II. 6. 1 Yes/no.
II. II. 6.2 Yes/no.
II. II. 6.3 Yes/no.
IL II. 6.4 Yes /no.
II. II. 6.5 Ye s /no.
IL II. 6. 6 Yes/no.
II. II. 6.7 Yes/no.
I.II.6.8 Yes/no.
II. II. 6. 9 Yes/no.
II. II. 6. 10 Yes/no.
MI. II. 6. 11. 1 Yes/no.
II. II. 6. 11. 2 Yes/no.
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Reference
Number Measurement

II. III. 1. 1 Yes/no, rating scheme.
II. III. 1. 1.1 Yes/no.
II. I 1. 1. 2 Yes/no.
II. III. 1.2. 1 Yes/no.
II. III. 1. Z. 2 Yes/no, possibly rating scheme.
I. III. 2. 3 Yes/no.
II. III., 1. 2. 4 Yes/no.
11.111. 1. 3 Yes/no.
II. III. 1.A. 1 Yes/no.
II. 111. 1. 4.2 Yes/no.
II. III. 1.4. 3 Yes/no.
II. III. 1. 4.4 Yes/no.
II. III. 1.4. 5 Yes/no.
II. III. 1. 4. 6 Yes/no.
II.III. 1. 4. 7 Yes/no.
II.111.2. 1 Yes/no,
II. III. 2.2 Yes/no, possibly rating scheme.
II. III. 2. 3. 1 Yes /no,
II. III. 2. 3. 1. 1 Yes/no.
M1. I1. 2. 3. 1. 2 Ye L/no.
II. III. 2. 3. Z Yes/no.
LT. 111. 2.4 Yes/no.
II. III. 2. 5 Yes/no.
II. III. 2. 6 Yes/no.
II. III. 2. 6. 1 Yes/no.
II. III. 2. 6. 2 Yes/no.
I. I1-2. 6. 3, Ye-s/no.
II. III. 2. 6.4 Yes/no.
II. Il. 2. 6. 5 Yes/no.
Ii. Iii. 2. 6. 6 Yes/no.
Il1. 2. 6. 7 Yes/no.
II. III. 3 Yes/no.
I. III. 3. 1 Yes/no.
Ii. III.3.2 Yes/no, possibly a rating scheme.
11. I1. 3. 3 Yes/no.
II. IlI. 3. 4. 1 Yes/no.
I1. IIi 3. 4. 2 Yes/no.
11. 111. 3.4.3 Yes/no.
II. iii. 3.4.4 Yes/n--,
II. Ill. 3. 4. 5 Yes/;/.7.

SI. 111. 3.4.6 Yes/no.
11. 11.3. 5 Yes/no.
U1. Ill. 3. 6. 1 Yes/no.
II. I11. 3. 6. Yes/no.

.IL. III 3.7 Yes/no.
II. III. 3.8 Yes/no, possibly a rating scheme of other devices.
Ill ill. 3.19 Yes/no.
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Number Mea surement

11.111.4. 1 Yes/no.
II. III. 4. 2 Yes/no.
SIi. II.4.3 Yes/no.
II. III. 4.4. 1 Yes/no.
II. III. 4. 4. 2 Yes/no.
II. III. 4. 5. 1 Yes/no.
IL111. 4. 5. 2 Yes/no.
II. III. 4. 6. 1 Yes/no.
Ii. III. 4. 6. 2 Yes/no.
II. 111. 4.6.3 Yes/no.
II. III. 5. 1 Yes/no.
II. III. 5. 1. 1 Yes/no.
II. III. 5. 2 Yes/no.
II. III. 5. 2. 1 Yes/no.
If. I11. 6. 1. 1 Yes /no,
II. I1. 6. 1. 2 Yes/no.
II. III. 6. 2. 1 Yes/no.
II. III. 6. 2. 2 Yec [no.
I1. III. 6. 3. 1 Yes/no.
II. ILL. 6. 3. 2 Yes/no.
II. III. 6. 3.3 Yes/no.
,II. 11. 6. 3.4 Ye s/no.
II. Il. 6. 4. 1 Yes/no.
II. I1. 6.4. 2 Yes/no.
II. III. 6. 5. 1 Yes/no.
II. IlL. 6. 5. 2 Yes/no.
II. III. 6. 5. 3 Yes/no.
II. I11. 6. 5.4 Yes/no.
II. III. 6. 6. 1. 1 Yes/no.
II. III. 6. 6. 1. 2 Yes/no.
11.111. 6.6. 1. 3 Yes/no.
II. 111, 6.6. 2. 1 Yes/no.
II. III. 6. 6. 2. 2 Yes/no.
II. 111. 6. 6. 2. 3 Yes/no.
"II. 111. 6. 6. 2, 4 Yes/no.
II. III. 6. 6. 3. 1 Yes/no.
II. Il. 6. 6. 3. 2 Yes/no.
II. Il. 6. 6.4 Yes/no.
II. III. 6. 6. 4. 1 Yes/no.
II. III, 7. 1. 1 Yes/no.
II. III. 7. 1. 2 Yes/no.
II. 111. 7. 2. 1 Yes/no.
Ii. III. 7. 2. 2 Yes/no.
II. III. 7. 2. 3. 1 Yes/no.
IL III. 7. 2. 3. 2 Yes/no.
II. III. 7. 2.4 Yes/no.
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Reference
Number Measuremnent

II. III. 7. 3. 1 Ye s/no.
11. III. 7. 3. 2 Yes/no.
II. III. 7. 3. 3 Yes/no.
II. III. 7. 3.4 Yes/no.
It. II, 7. 3. 5 Yes/nor rating scheme.
Ii. III. 7. 3. 6 Yes/no, rating scheme.
YI. IIM. 7.4. 1 Yes/no.
II. III. 7.4. 2 Yes/no.
If. IIi. 7. 4. 2. 1 Yes/no.
II. III. 7. 4. 2. 2 Yes/no.
II. III. 7. 4. 3 Yes/no.
II. III. 7, 4. 4 Yes/no.
II. Ill. 7.4. 5. 1 Yes/no.
II. I11. 7. 4. 5. 2 Yes/no.
II. III. 7. 4. 5. 3 Yes/no.
II. III. 7. 4. 6 Yes/no, possibly a rating scheme.
II. III. 7. 4. 7 Yes/no.
II. III. 7. 5. 1 Yes/no.
I. 111. 7. 5. 2 Yes/no.
II. I1I. 7. 5. 3 Yes/no.
II. Ill. 7. 5. 4 Ye s/no.
II. III. 7. 5. 5 Yes/no.

11. III. 7. 5. 6 Yes/no.
111. I.7.5.7 Yes/no.

i1. III. 7. 5. 8 Yes/no.
II. Il. 7. 5. 9 Yes/no.
11.111. 7. 5. 9. 1 Yes/no.

1II. I 7. 5. q. 2 Yes/no.
I1. 111. 7.5.9.3 Yes/no.
IJ. III. 7. 5. 9. 4 Yes/no.
II. iii. 7. 5. 10 Yes/no, possibly a rating scheme.
11. 111. 7.5. 11 Yes/no, possibly a rating scheme.
II. 1I1. 7. 5. 12 Yes/no.
II. II. 7. 5. 13 Yes/no.
II. III. 7. 5. 14 Yes/no.
II. 11.8. 1 Yes/no.
If. I1. 8. 1. 1 Yes/no.
J1. ILU. 8. 1. 2 Yes/no.
II. III. 8.2 Yes/no.
II. III. 8. 2. 1 Yes/no.
II. 111. 8. 2. 2 Yes/no.
It. 111. 8.2. 3 Yes/no.
II. III. 8.2.4 Yes/no.
TI. III. 8. 2. 5 Yes/no.
IT. fit. 8. 3. 1 Yes/no.
It. MIf. 8. 3. 2 Yes/no.
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Number Measurement

II. III. 8. 3. 3 Yes/no.
U. 111. 8. 3.4 Yes/no.
II. 111. 8. 3. 5 Yes/no.
II. 111. 8.3.6. 1 Yes/no.
II. III. 8, ,,. 6. 2 Yes/no.
II. III. 8. 3. 6. 3 Ye s/no.
II. III, 8.3.6.4 Yes/no.
_II. III. 8.3. 6.5 Yes/no.
II. 111. 8. 3. 7. 1 Yes/no.
II. III. 8. 3. 7. 2 Yes/no.
II. 111. 8. 3. 7. 3 Yes/no.
II. 111.8. 3.8 Yes/no, possibly a rating scheme.
11. 111. 8.4. 1 Yes/no.
11. 111. 8.4.2 Yes/no.
II. 11I. 8. 4. 3. 1 Yes/no.
II. III. 8. 4. 3. 2 Yes/no.
II. III. 8.4.3.3 Yes/no.
II. 111. 8.4.3.4 Yes/no.
II. Il. 8. 4.4 Yes/no.
II. III. 8. 4. 5 Yes/no.
II. III. 8.4. 6 Yes/no,
II. Ill. 8. 4. 7 Yes/no.
II. 111. 8.4. 8 Yes/no.
II. 111. 8. 5. I Yes/no.
II. I11. 8. 5. 2 Yes/no.
II. 111.8. 5.3 Ye s/no.
IL 111. 8.5.4 Ye s/no.
II. III. 8.5. 5 Yes/no.
II. III. 8, 5. 6 Yes/no.
II. 111. 8. 5. 7 Yes/no.
II. 11. 8. 5. 7. 1 Yes/no.
II. 111. 8. 5. 7.2 Yes/no.
II. III. 8. 5. 7. 3 Yes/no.
II. 111. 8.6. 1 Yes/no.
II. 11. 8. 6.2 Yes/no.
II. 111. 8. 6. 3 Yes/no.
II, 111. 8. 6.4 Yes/no.
II ITI. 8.7 Yes/no.
II. III. 8. 7. 1 Yes/no.
II. III. 8. 7. 1. 1 Yes/no.
II. II 8. 7. 1. 2 Ye s/no.
II. 111. 8. 7. 1, 3 Yes/no.
II. 111. 8.7. 1.4.1 Yes/no.
11. 111. 8. 7. 1.4.2 Yes/no.
II. III. 8. 7. 1.4.3 Yes/no.
II. 111. 8.7. 1.4.4 Yes/no.
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Number Measurement

II. III. 8. 7.2,. 1 Ye s/no.
II. I11. 8. 7. 2. 2 Yes/no.
II. III. 8. 7. 2. 3 Yes/no.
IT'. I.L 8.7. 2. 4 Yes/no.
II. 111. 8.7. 2. 5 Ye s/no.

HI. IV. 1. 1 Yes /no.
II. IV. 1. 2 Yes /no.
II. IV. 1. 3, Yes/no.
II. IV. 1. 4 Yes /no.
II. IV. 1.5. 1 Yes/no.
II. IV. 1.5. 2 'e s /no.
II. IV. 1.5. 3' Ye s /no.
II. IV. 2. 1. 1 Yes /no.
II. IV. 2. 1..2 Ye s/ no.
II. IV. 2. 1.3 Ye s/no.
II. IV. 2. 1.4 Ye s/no.
II. IV. 2. 1. 5 Yes/no.
II. IV. 2. 1. 6 Yes/no.
II. IP. 2. 1.7 Yes/no.
II. IV. 2. 1. 8 Yes/no.
II. IV. 2. 1. 9 Yes/no.
II. IV. 2. 1.9. 1 Yes/no.
II. IV. Z. 1. 9. z Ye s/no.
II. IV. 2. 1. 9, 3 Yes/no.
II. IV. 2. 1. 9.4 Ye s/no.
II. IV. 2. 2 Ye s/no.
1i. IV. a. Z. I Yes/no.
II. IV. 2. 2. 2 Yes/no.
II.IV. 2. 2. 3 Yes/no.
TI. IV. 2. 3. 1. 1 Yes/noi
II. IV. 2. 3. 1. 2 Ye s/no.
II. IV. 2. 3. 1. 3 Yes/no.
II. IV. 2. 3. 1.4 Yes/no.
II. IV. 2.3. 1.5 Yes/no.
II. IV. 2. 3. 1. 6 Ye s/no.
II. IV. 2. 3. 1.7 Yes /no.
II. IV. 3. 1. 1 Ye s /no.
II. IV. 3. 1. 2 Yes /no.
II. IV. 3. 1. 3 Yes /no.
II. IV. 3. 1.4 Yes /no.
IL. IV. 3. 1. 5 Yes /no.
II. IV. 3. 1. 6 Yes /no.
IL. IV. 3. 2. 1 Yes /no.
11. IV. 3. 2. 2 Yes/no.
II. IV. 3.2.3 Yes/no,
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Numbe r Measurement

JI-. IV. 3.2.4• Ye s/no.
II. IV, 3. 2, 5 Yes/no.
II. IV. 3. 2.,,6 Yes/no.
II. IV. 3.2. 7 Yes/no.
II. IV. 3. 2.8 Ye s/no.
II.4V. 3. 2.'9 Yes/no.
IL IV. 3. 3. 1 Yes/no.
II. IV'. 3.,3. 2 Ye s/no.
II.IV.3.3.3 Yes/no.
II. IV. 3.3.4 Yes/no.
II. IV. 3. 5. 1 Yes/no.
II. IV. 3.5. 2 Ye s/no.
II. IV. 3. 5. 3 Ye s/no.
II. IV. 3.5.4' Ye s/no.
II. IV. 3.5.5 Ye s/no.
II. IV. 3.5.6 Yes/no.
II. IV. 3. 6. 1 Ye' /no.
II. IV. 3. 6. 2 Ye"s/no.
II. IV. 3. 6. 3 Ye s/no.
II. IV. 3.7.- 1 Yes/no.
II. IV. 3. 7. 2 Yes/no.
II. IV. 3. 7. 3 Ye s/no.
II. IV. 3.7.4 Ye s/no.
II. IV. 3.8.1 Yes/no.
II. IV. 3. 8.2 Yes/no.
II. IV. 3.8. 3 Yes/no.
II. IV. 3.8.4 Yes/no.
IL. IV. 3. 9. 1 Yes/no.
II. IV. 3. 9. 2 Yes /no.
II. IV. 3. 9. 3 Yes/no.
II. IV. 3. 9. 4 Yes/no.
II. IV. 3. 9. 5 Yes/no.
II. 1V. 4. 1. 1 Ye s/no.
II. IV. 4. 1. 2 Ye s/no.
II. IV. 4. 1. 3 Yes/no.
II. IV. 4. 1. 4 Yes/no.
II. IV. 4. 2. 1 Yes/no.
II. IV. 4. 2. 2 Ye s/no.
II. IV. 5. 1. 1 Ye s/no.
II. IV. 5. 1. 2 Yes/no.
II. IV. 5. 1. 3 Yes/no.
II. IV. 5. 1. 4 Yes/no, possibly a rating scheme.
II. IV. 5.2 Yes/no.
II. IV. 5.3. 1 Yes/no.
II. IV. 5.3.2 Yes/no.
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Number Measurement

II. IV. 5. 3. 3 Rating scheme.
Ii. IV. 5. 3. 4 Rating scheme.
II. IV. 5. 3. 5 Ye s/no.
If. IV. 5. 3. 6 Yes/no.
II. IV. 5. 3. 7 Yes/no.
II. IV. 5.3.8 Yes/no.
II. IV. 5.4. 1 Yes/no.
II. IV. 5.4. 2 Yes/no.
II. IV. 5.4.3 Yes/no.
II. IV. 5.5 Yes/no.

III. I. 1. 1 Yes/no.
111.I. 1. 2 Rating scheme.
III. L 1.3. 1 Yes/no.
III. .1.3. 2 Yes/no.
111.1. 1.3.3 Yes/no.
III. I. 1. 3.4 Yes/no.
III. 1. 1. 3. 5 Yes/no.
III. L.2. 1. 1. 1 Yes/no.
III. I. 2. 1. 1. z Yes/no.
-III. I. 2. 1. 1. 3 Yes/no.
III. I. 2. 1. 1. 4 Yes/no.
III. 1 2 1. 2. 1 Yes/no.
III. I. 2. 1. 2. 2 Yes/no.
I.L 1. 2. 1. 2. 3 Yes/no.
III. 1.2. 1. 3. 1 Yes/no.
111 1. 2. 1. 3. 2. 1 Yes/no.
Ill. I. 2. 1. 3. 2.

2. 1 Ye s/no.
111. I. 2. 1. 3. 2.

z.z Yes/no.
Il. I. 2. 1. 3. Z.

2.3 Yes/no.
III. 1. 2. 1. 3. 2.

3. I Yes/no.
III. L 2. 1. 3. 2.

3. Z Yes/no.S~III. 1. 2, 1. 3. 2.

3,3 Yes/no.
111. 1. 2. 1. 3. 2.4 Yes/no.
III. I. 2. 1. 3. 2. 5 Yes/no.
III. L. 2. 1. 3. 2. 6 Yes/no.
III1. 2. 1. 3. 2. 7 Yes/no.
III. I. 2. 1. 3. 2. 8 Yes/no.

1I 2. 1. 3. Z. 9 Yes/no.
IZ. 1. 3. 2. 10 Yes/no.
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Number Measurement

111. 1. 2.1. 3.3 Yes/no.
111.1. 3.1 Yes/no.
SIII. 1. 3. 1. 1. 1 Yes/no.
III. 1. 3. 1. 1. 2 Yes/no.
III. 1. 3. 1. 1. Z. 1 Yes/no.
III. 1. 3. 1. 1. 2.2 Ye s/no.
111 . 3. 1. 1. 3 Ye s/no.
III. 1. 3. 1. 2 Ye s/no.
III. 1. 3. 1. 3 Yes/no.
III. 1. 3.2 Yes/no.
III. 1. 3. 2. 1. 1 Yes/no.
III I. 3. 2. 1. 2 Yes/no.
III. i. 3.2. 1. 3 Yes/no.
III. I. 3. Z. l.4 Yes/no, possibly a rating scheme.
III. 1. 4. i Yes /no.
III 1. 4.2 Yes /no.
III. 1. 4. 2. 1. 1. Yes/no.
III. 1.4.2. 1. 1.2 Ye s /no.
III, L 4. 2. 1. 1. 3 Yes /no.
III. 1. 4.2. 1. 1.4 Ye s/no.

11. 1. 4,2, 1. 1.5 Yes /no.
III. I. 4.2. 1.2.

1i 1 Ye s/no.
III. 1. 4.2. 1.2.

1. z Ye s/no.
III. I. 4. 2. 1. 2.

1.3 Ye s/no.
III. I. 4. 2. 1.2.

2. 1 Yes/no.
III. I. 4. 2. 1. 2.

2.2 Ye s/no.
III. 1. 4.2. 1.2.

2.3 Yes/no.
III. 1. 4.2. 1.2.

2.4 Yes/no.
III. 1. 4. 2. 1.2.

Z. 5 Yes/no.
III. I. 4. 2. 1. 2.

z2.6 Ye s/no.
III. I. 4. 2. 1. 2.

2.7 Yes/no.
III. 1.4. Z. 2. 1 Yes/no.
III. 1. 4.2. 2. 1. 1 Yes/no.
III. 1. 4.2.2. 1.2 Yes/no.
III. 1. 4.2. 2. 1. 3 Ye s /no.
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Number Measurement

IIl. II. 1. 1 Yes/no, rating scheme.
III. II. 1.2 Yes/no, rating scheme.
III. ILI.1 3 Yes/no.
III. II. 2. 1 Yes/no.
III, II. 2. 2 Yes/no.
III. II. 3. 1 Yes/no.
III. II. 3. 2 Yes/no.
III. II. 3. 3. 1 Yes/no.
III 11.3. 3. 2 Ye s /no.
III. II. 3.4 Yes/no.
11. II. 3.5 Yes/no.
III. 11. 3. 6 Yes/no.
I11 II. 4. 1 Yes/no.
III. II. 4. 2. 1 Yes/no.
III. IL. 4. 2. 2 Yes/no.
111-11. 4. 2. 3 Yes/no.
III. 11.4. 2. 4 Yes/no.
"III. II.4.3 Yes/no.
III. II. 4. 4 Yes/no.
IlL I. 4. 5. 1 Yes/rio.
III. II. 4. 5. 2. 1 Yes/no.
III. II. 4. 5. 2. 2 Yes/no.
III. 11.4. 5.3 Yes/no.
III. Ii. 4. 5.4 Ye s/no.
III. 11. 4. 6. 1 Yes/no,
Ill. 11. 4.6. 2 Yes/no.
III. 11. 4. 6. 3 Yes/no.
III. ILI4. 6.4 Yes/no.
III. IL14. 7. 1 Yes/no.
Ill. 11. 4.7. 2 Yes/no.
Ill. 1l. 4. 7,-2. 1 Yes/no,
III. II. 4. 7, 2. 2 Yes/no.
111. 11.4. 7.2. 3 Yes/no.
Ill. II. 4 7. 3. 1 Yes/no.
III. 11. 4. 7. 3. 2 Yes/no.
III. II. 4. 7.4. 1 Yes/no.
III. 11, 4, 7, 4. 2 Yes/no.
III. I1. 4. 7, 4. 3 Yes/no.
111. 1. 4.7.4.4 Yes/no.
II1. 11. 4. 7. 5. 1 Yes/no.
111.11L4.7. 5. 2 Yes/no.
III. IL. 4.8. 1 Yes/no.
IIi. i11 4. 8. 2 Yes/no.
IlL II. 4. 8. 3 Yep/no.
111 f11. 4.9. 1 Yes/no.
11. It. 4. 9. 2 Yes/no.
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Number 

Measurement

111.11. 4. 9.3 Yes/no.
Ill. 11. 4. 9.4. 1 Yes/no.
III. I. 4. 9.4. 2 Yes/no.

III. 11. 1. 1 Ye s/no.
II. III. 1.2 Yes/no.III. I11. 1. 3 Yes/no.
II. III. 1.4 Ye s/no.
III. III. 2 Yes nh0.
11. III. 3 Yes/no.
I11. Ill. 3.. 1 Ye s/no.
III. III. 3. 2 Ye s/no.III. UL 3. 3 Yes/no, possibly a rating scheme.
I11. 11. 4. 1 Yes/no.
II1. 1I1.4.2. 1 Yes/no.
III. IlL 4. 2. 2 Yes/no.
III. 14. 3. 1 Yes/no.
IlI. III. 4C. 3. 2 Yes/no.
III. 1II.4.4 Yes/no.
III. III. 4. 5 Yes/no.

III. IV. 1. 1 Yes/no.
III. IV. 1. 2 Yes/no.
Ill. IV. 1. 3 Yes/no.
IW. IV. 1.4 Yes/no.
III. IV. 2. 1 Yes/no.
III. IV. 2. 2 Ye s/no.
III. IV. 3. 1 Yes/no.
III. IV. 3. 2 Yes/no.
III.V. 4. 1 Yes/no.
III. IV. 4. 2 Yes/no.
III. IV. 4. 3 Ye s/no.SIII, IV. 4. 4 Yes/no.
III. IV. 5 Rating scheme.
IIl. TV. 6 Yes/no.IIl. IV. 7 Yes/no.
III. IV. 8 Yes/no.
111. IV, 9. 1 Yes/no.
III. IV. 9. 2 Yes/no.
III. IV. 9. 3 Ye s/no.
IIl. IV. 10. 1 Yes/no.
Ill. IV. 10. 2 Yes/no.
III. IV. 11. 1 Ye s/no.
III. IV. 11. 2 Ye s/no.
III. IV. 11.3 Ye s/no.
III. IV. 11.4 Ye s/no.
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Number

III. IV. 1?.1 Yes/no.

III. IV. 1Z. 2 Yes/no.
I11. IV. 1Z. 3 Yes/no.
III. IV. 12. 4 Yes/no.

IV. I. 1. 1 Yes/no.
IV.I.1. Yes/no.
IV. I. 1. 3 Yes/no.

IV. I. 1.4 Yes/no.
IV. I. 2. 1 Yes/no.
IV. I. 2.Z Yes/no.
IV. I. 2.3 Yes/no.
-IV. I. 2. 3 . I Yes/no.

IV. I. 2. 4 Rating scheme.

IV. 1. 3. 1 Yes/no.
IV. 1. 3. Z Yes/no.

IV. I. 3.3 Yes/no.
IV. 1, 3. 4 Yes/no.

IV. 1. 4. -1 Yes/no.
.I.4. Z Yes/no.

IV. .4.3.l Yes/no.
IV. I. 4. 3. . Yes/no.
IV. I. 4. 4 Yes/no.
IV. 1. 5. 1 Yes/no.

IV. I. 5. Z Yes/no.
iIV,. 1. 5. 3 Yes/no.
I[. . 5.3 Yes/no.
IV. 1. 6. 1 Yes/no.
T IV. I. 1. 1 Yes/no.ijv 1'T'. 6. 2 Yes/no.

•iV. L.6. Z Yes/no.

IV. L 6. Z. 1 Yes/no.

IV. I. 6.3 Yes/no.
IV. 1. 6.3. 1 Yes/no.
IV. I.6.4 Yes/no.

IV. 1. 6.4. 1 Yes/no.
IV. 1. 7. 1. 1 Yes/no.

IV. 1. 7. 1.2 Yes/no.

IV. 1. 7. 1. 3 Yes/no.

IV. 1. 7. 1.4 Yes/no.
IV. I. 7. 1. 5. 1 Yes/no.

IV. i. 7. 1. 5. Z Yes/no.
IV. 1. 7. 1. 5.3 Yes/no.
"IV.I.7.Z Yes/no.
iv 1. 7.3. 1 Yes/no.
IV 1.7.3. 2 Yes/no,

I 7. 3. 2. 1 Rating scheme
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Number

IV. I. 7. 3. 3. 1 Yes/no, rating scheme.

IV. .7.3.3. 2. 1 Yes/no.
IV. I.7.3.3. 2. Z Ye s/no.

IV. I. 7. 3. 3. 2. 3 Rating scheme.

IV. 1. 7.3.3.3 Rating scheme.

IV. I. 7.3.4 Ye s/no.
IV. 1. 7.3.5 Yes/bco.
IV. I. 8. 1. 1 Ye sino.
IV. 1. 8. 1. 2 Ye s\/no.
IV. I. 8. 2 Yes /no.
IV. . 8.3. 1 Yes/no.
IV. I. 8.3. 2 Ye s/no.
IV. I. 8.3.3 Yes/no.
IV. I. 8.4. 1 Yes~lno.
IV. I. 8.4. 2 Yes/no.
IV. I. 8.4.3 Ye s/no.
IV. 1. 8.5. 1 Yes/no.
IV. 1. 8.5. Z Ye s/no.
IV. I. 8.5.3 Yes/no.
IV. I. 8.5.4 Yes/no.
IV. I. 9. i Yes/no.
IV. 1. 9. 2. I Yes/no.
IV. I. 9. 2. z Yes/no.
IV. I. 9. 2. 3 Yes/no.
IV. I. 9. 2. 4 Ye s/no.
IV. I. 9. 3. 1 Yes/no.
IV. 1. 9.3. Z Yes/no.
IV. I. 9.4 Yes/no.
IV. I. 9. 5 Yes/no.
IV. 1. 9.5. 1 Yes/no.
IV. I. 9. 5. 1. 1 Yes/no.
IV. I. 9. 5. 1. 2. 1 Yes/no.
IV. 1. 9.5. 1. 2. 2 Ye s/no.
IV. 1. 9. 5. 1. 2. 3 Yes/no.
IV. I. 9. 5.2 Ye s/no.
IV. 1. 9.5. 2. 1 Yes/no,
IV. I. 9.5.3 Yes/no.
IV. 1. 9.5.4 Yes/no.
IV. 1. 9. 6. 1. 1 Yes/no.
IV. 1. 9. 6. 1. 2 Yes/no.
IV. 1. 9.6. 1. 3 Yes/no.

IV. L 9.6. 1.4 Yes/no, rating scheme.

IV. 1. 9.6. 2 Yes/no.
IV. I. 9.6. 3. 1 Yes/no.
IV. 1. 9.6, 3. 2 Yes/no.
IV. I. 9. 6. 3. 3 Yes/no.
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Reference
Number Measurement

IV. I. 9.6. 3.41 Yes/no, rating scheme.
IV. 1. 9. 6.4 Yes/no.
IV. I. 9. 7. 1 Yes/no.
IV. I. 9. 7. 2 Yes/no.
IV. 1. 9.7.2. 1 Yes/no.
IV. 1. 9.7. 2. 2 Yes/no.

IV. HI. 1. 1 Yes/no.
IV. II. 1. 2. 1 Rating scheme.
'IV. II. 1. 2'. 2 Rating scbeme.
IV. II. 1. 3 Rating scheme.
IV, 11. 2. 1. 1. 1 Yes/no.
IV. I1.2. 1. 1. 2 Yes/no.
IV. 11. 2. 1. 2. 1 Yes/no.
IV. II. Z. 1. 2. 2 Yes/no.
IV. 11. 2. 1. 3. 1 Yes/no.
IV. 11. 2. 1. 3. 2 Yes/no.
IV. 11. 2. 1. 3.3 Yes/no.
IV. II. 3. 1. 1 Rating scheme.
IV. II. 3. 1. 2 Rating Ischeme.
IV. II. 3. 1. 3 Rating -cheme.
IV. II. 3. s Yes/no,
IV. I. 3.3. 1 Yes/no.
IV. II. 3. 3. 2 Yes/no.
IV. 1I. 3.4. 1 Yes/no.
IV. II. 3.4. 2 Yes/no.
IV. II. 3.4.3 Yes/no.
IV. I. 3.5. 1. 1 Yes/no.
IV. II. 3. 5. 1.2. 1 Yes/no.
IV. II. 3. 5. 1. 2.2 Yes/no.
IV. I. 3. 5. 1.3. 1 Yes/no.
IV. I. 3.5. 1.3.2 Yes/no.
IV. II. 3. 5. 1. 3. 3 Yes/no,
IV. 11. 3. 5. 1.3.4 Yes/no.
IV. II. 3. 5. 1. 3.

4. 1 Yea/no.
IV. II. 3. 5. 1. 3.

4. 1. 1 Yes/no.
IV. II. 3. 5. 1. 3.

4.1.2 Yes/no.
IV. II. 3. 5. 1. 3.

4.2 Yes/no.
IV. II. 3. 5. 1. 3.

4.2.1 Yes/no.
IV. II. 3, 5. 1. 3.

4.2.2 Yes/no.

.07.-
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'Number Measurement
IV. If. 3. 5. 1. 3.4.3 Rating schemeu
IV. II. 3.5. 1.3.

4.3. 1 Rating scheme.
IV. I1. 3. 5. 1. 3.4.3.2 Rating scheme.
IV. I1. 3. 5. 1, 3.

4. 4 Rating scheme.IV, 11. 3. 5. 2. 1 Rating scheme.
ýV. I. -. 5. 2. 2. 1 Yes/no.IV. 11, 3. 5.2. 2. 2 Yes/no.
IV. 11. 3. 5. 2.2. 3 Yes/no.IV. "1. 3. 5.2. 3, 1 Yes/no.IV. I. 3. 5.2 3. 2 Rating scheme, yes/n6,Wt. IL 3. 5. 3. 1 Rating scheme, yes/no.IV. 11. 3. 5. 3. 2 Rating scheme, yes/no.IV. 11. 4. 1 Yes/no.IV. 11. 4. 2 Yes/no.IV. 1L 4. 3 Yes/no.

IV. III. 1. 1 Ye s/no.IV. III. i. 2 Yes/no.IV. IlL 1. 2. 1 Yes/no, rating scheme.IV. Ill. 1. 2. 2 Yes/no, rating scheme.IV. II. 1. 2. 3 Yes /noIV. Ill. . 2.4 Yes/no.
IV-III. .LI 3 Yes/no.IV. IU,. 2, 1. 1 Yes/no,
IV. II1, 2. 2. 1 Yes/no.IV. IIl. 2. 2. 2 Yes/no.iV. It. Z.3. 1. 1 Yes/n,,.
IV. IIl. 2. 3. 1. 2 Yes/no.IV, Ill. 2. 3. 1. 3 Yes/no.
IV. IlI. 2. 3. 2. 1 Yes/no.IV, 111. 2.3.2.2 Yes/no.
IV. III. 2. 3. 3. 1 Yes/no.IV. Il1.2. 3 3. 7, Yes/no.
IV, Ill. 2-3. J. 3 Yes/no.
IV, IIl. 2. 3.4. 1 ycs/no,
IV. Ill. 2. 3. 4. 2 Yes/no.
IV. III. 2. 3. 4. 3 Yes/no.IV. 11I. 3. 1. 1 Yeo /no.IV. Il1. 3. 1. 2 Yes/no,
IV. III. 3. 1. 3 Yes/no.
IV. 1II. 3. 1. 4 Yes/no.
IV. III. 3. 1. 5 Yes/no.
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IV. III. 3. 1. 6 Yes/no, rating scheme.
IV. I11. 3. L.,7 Ye s/no.
IV. III. 3. 1. 8 Yes/no.
IV. III. 3. 1. 9 Yes/no.
IVM III. 3. 2, 1 Yes/no.
IV. 11. 3. 2. Z Yes/no.
IV 111. 4. 1. 1. 1 Ye s/no.
IV. 111. 4. 1. 1.2 Yes/no.
IV. -I. 4. 1. 1. 3 Rating scheme.

IV. III. 4. 2. 1 Rating scheme.
7 IV. III. 4. 2. Z Yes /no,

IV. 1I. 4. 2. 3 Ye s /no.
IV. I1. 4. Z. 4 Yes/no.
IV. 111. 4. "-.5 Yes/no.
IV. 111. 4.2.6 Yes /no.
IV 171. 4. 2. 7 Yes /no.
IV.Iil. 4. 2. 8 Yes/no.
IV. IIT.. 4. q 1 Yes/no.
IV. 11, 4. 2. 9,2 Ye s /no.
IV. HL14. 2. 9. 3 Ye s /no.
IV. 111. 4. Z. 9.4 Ye s/no.
IV. III. 4. 2. 9. 5 Ye s/no.
SIV. il1. 4. 2. 9. 6 Ye s/no.
IV. Il. 4. 2. 9. 7 Ye s/no.
IV. Il. 4. 2. 9. 8 Yes/no.
IV. 111. 4. 2. 10. 1 Ye s/no.
IV. III. 5. 1. 1 Ye s/no.
IV. III. 5. 1. 2 Yes/no.
IV. Il. 5.1. 3 Ye s/no.
IV. III. 5. 2. 1 Yes /no.
IV. 111.5. 2. 2 Ye s/no.
IV. IUL. 5. 2. 3 Ye s /no.
IV. III. 5. 2, 4 Yes/no.
IV. Il. 5. 3. 1 Yes /no.
IV. III. 5. 3. 2 Yes /no.
IV. Il1. 5. 3. 3 Yes /no.
IV. IIlL 5.3.4 Yes /no.
IV. I1I. 5.4 Ye s /no.
IV. Ill. 5. 5 Yes/no.

zk IV. IlI. 5. 6 Ye s /no.
71 IV. Ill. 5. 7 Yes/no.

IV. III. 5. 8 Yes /no.
IV. III. 5. 9. 1 Yes /no.
IV. Il1. 5. 9. 2 Ye s /no.
"IV. IN. 5. 10. 1 Yes /no.
IV. Ii. 5. 10. 2 Yes/no.
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IV. 111. 5. 10.3 Yes/no.
IV. III. 5. 11 Rating scheme.
IV. III. 6. 1 Yes/no.
IV. III. 6. 2 Yes/no.
IV. III. 6. 3 Yes/no.
IV. III. 6.4 Yes/no.

IV. IV. 1. 1 Yes/no.
iV.IV. 1.2 Yes/no.
IVV.1.3 Yes/no.
IV.IV. 1.4 Yes/no.
IV. IV. 2. 1. 1 Yes/no.
IV. IV. 2. 1.2 Yes/no.
IV. IV. 2. 1. 3 Yes/no.
IV. IV. 2. 2. 1 Yes/no.
IV. IV. 2. 2. 2 Yes/no.
IV. IV. 2. 2. 3 Yes/no.
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SECTION V

DMS TEST SCENARIO

1. DMS EVALUATION RATIONALE

The problem of evaluating a DMS can be triggered by a variety of situa-
tions. Some examples of cases that might require the evaluation of a DMS
are; l)introducing a new piece of hardware into the environment (storage
media), 2) improving the performance of a current DMS, 3) selecting a DMS
for a given hardware environment, 4) ,selecting a DMS and a hardware con-
figuration for a set of applications and 5) selecting a set of applications for a
given DMS.

As might be expected, the answers to these problems do not stem from
a universal technique but, dependent on the problem environment, a group of
techniques can be merged to provide insight to a problem solution. Further,
the group of techniques employed can vary widely from problem to problem.

Regardless of the techniques used, the evaluation of a DMS will usually
encompass one or all of the following eight factors:

" Adaptability - can the system be adapted to new hardware or new
applications.

"o Cross-Referencing - does the system permit inter-and intra- file
linkages.

"o Data Compaction - does the system automatically edit data and com-
press record structures.

"o Expense - are the initial implementation costs and operating costs
justifiable.

"o File Organization - does the system have flexibility Wn the types of
storage structures and access methods used.

"o Hardware Independence - can the system be easily transferred to
another machine line or across generations.

"o Tutoring Aids - does the system provide assistance to the user.

"o User Interface does the system provide necessary languages for
the full spectrum of users.

Although there is no universal evaluation techniques but because these factors
are part of every evaluation problem, a methodology for selecting an evalua-
tion technique or techniques can be formulated. A methodology, in 'his context,
being a set of systematic procedures that a DMS evaluation process would
follow. The methodology hierarchy introduced in Section III fits this definition.

Z. EVALUATION SELECTION GUIDELINE

The evaluation methndology alladed to in the above section would have
flexibil'ty as its most prominent characteristic. Not only flexibility in terms
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of being able to address the many types of DMS evaluation problems, but also
flexibility in terms of being multi-entrant and multi-exited. This latter type
of flexibility is required to produce the former. For example, a DMS evalua-
tion problem that addresses the selection of a DMS for a defined operating en-
vironment is going to envelop a DMS evaluation problem that addresses the
selection of the most suitable file structure for a given application on an already
selected DMS. The second evaluvoor will not tolerate going through the same
procedures followed by the first evaluator and he should not have to tolerate
them. The methodology should direr.,t him to an entrance and exit point with-
in the structure that solves his problem with the least amount of time and
effort. The fact that each "DMS evatuation" brings with it a set !:d "givens" should
be an advantage in the selection of evaluation'techniques not a disadvantage.

Determining the methodology• intrance ooint is not simply a process of
tracing a path through the methodolbgy until a point is reached where the
"givens" no longer suffice. The nature of the DMS evaluation problem pro-
hibits this simplistic an approach. However, the "givehs" do provide an indi-
cation as to what level of the methodology hierarchy is of interest to the user.
For example, the fact that a set of hardware re-uirements has been provided
moves the user one level into the methodology but it does not select the evalua-
tion technique a user would use to determine which CPU would best satisfy his
DMS needs. In order to select the proper technique, the "givens" must be mat-
ched with the user's overall DMS needs.

3. EVALUATION SCHEDULING

Even when the "givens" and DMS requirements have been matched to
select a DMS evaluation technique, the actual utilization of that technique is
not guaranteed. Each technique, as shown in Section III, works 'best in a con-
trolled environment. If this environment can not be provided or if it is dis-
turbed, the data provided by the evaluation technique will be misleading or in
some cases, erroneous. For example, running a set ofbenchrnark programs
to evaluate the retrieval capabilities of candidate DMSs requires that the
benchmarks be designed to sample the actual retrieval types and taskloads that
will eventually be run under the selected DMS. If the benchmarks are poorly
designea, the data they provide could bias not only the selection of the next
evaluation step, but also the actual selection of the DMS.

If these environmental problems are to be avoided, consideration must
be given to an implementation schedule for the entire evaluation task. This
requirement means that a certain amount of analysis is going to be necessary
in order to determine what the entire evaluation task will encompass. The
user will have to know, within each level of the methodology, what techniques
will be applicable. Each technique that is applicable will then be analyzed for
the evaluation requirements it necessitates. If it is impossible to meet the
requirements, other techniques at that level will be selected and the environ-
ment analysis process will repeat. In this manner, the user can describe the
overall evaluation technique in terms of the testing environment. In A•ddition,
"the scheduling of the evaluation task. is accomplise i and can be used as a
guide to determine the status of the evaluation task.
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4. EVALUATION OPERATIONS

The actual operations involved in the utilization of an evaluation technique
are, in most cases, straightforward. This is especially true if the broad con-
text of operations is being considered. For example, the use of a set of bench-
nmark programs is relatively simple. The programs are designed to represent
a sampling of the actual applications that will be run on the DMS; they are run;
data is collected; and the data is analyzed. These basic operational steps,
however, do not reflect the detailed and sometimes tedious analysis that often
lies in the background. This analysis phase is virtually omni-present in these
techniques, which besides benchmark programs, include software monitors,
numerical scoring and any other analytical technique. When considering the
schedule of an evaluation task, this analysis isalways a prime consideration.
Lack of it can often be the cause for poor data collection and eventually a
poor evaluation.

While the operations of some evaluation techniques appear simplistic in
a general context, others appear very complex. In this group, techniques such
as modeling and simulation are included. Although "off-the-shelf" packages
are available in these categories, it is very seldom that they are designed to
give the user exactly what he requires. Even with limited modifications, these
techniques require a knowledge of mathematics and/or Operations Research
that the average evaluator seldom possesses. In many cases, this may cause
the selection of other evaluation techniques but in still others, it causes the
utilization of outside help. In any case, the actual operation of these techniques
is much more sophisticated and this must be considered when an-evaluation
task plan is being developed.

5. EVALUATION DATA DISCRIPTION

The data collected from the use of a particular evaluation technique is
similar regardless of the situation. This is true in spite of the many purposes
and problems for which a technique is utilized. The interpretation and analysis
of the data, however, varies from case to case and this, in turn, changes the
results expected from the utilization of a technique. The following paragraphs
describe the type of data collected when the named evaluation technique is util-
ized. No attempt is made to qualify the validity of the results.

a. Benchmarks

The data collected through the utilization of benchmark programp
are timings. These timing can eithee be overall system timings or in thr,
case of Kernel analysis CPU timings. Because these timings are, not ve y
refined and because the benchmarks are only a sample of the actual woi &load,
they are usually coupled with other event tirmings and a ratio is used to de-
cribe a certain phenomenon. For ezample. DMS I retrieval time is 31-1
better than DMS 2 for a given file structure but 1-26 for another type of file
structure.
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b. Numerical Scoring

This technique utilizes a weighted scoring approach. The user
must first verify the DMS requirements and assign some numeric value as to
"the relative importance -of the requirement in an overall DMS context. Each
candidate is then judged on how well it satisfies the requirement and the score
assigned is multiplied by the weight assigned to the requirement. The DMS
awarded the highest points for that requirement would best satisfy that re-
quirement and the DMS with highest overall point count would best satisfy the
total DMS requirements.

c. Monitors

(1) Hardware Monitors

Usually a type of counter that records the occurrence of a sig-
nifit.ýnt event, i.e., Disc Access. The event is recorded outside the system
operating environment and therefore does not interfere with the software.
Two modes of counters are usually present in hardware monitora; a time
mode and an incident or count mode. The count mode shows how many tines
a part of the system has been used in a giver" time period.

(2) Software Monitors

This type of monitor is embedded into the system software, 's
event dependent, and does affect the software operating environment. Timings
are the main data collected by this technique and car4 be refined or as gross as
the user wishes them to be. In most cases, the time is being recorded when a
certain event occurs and recorded again once the event is over. The lapsed
time serves as the measurement data.

d. Analysis

The most subjective of the techniques and therefore the most diffi-
cult to describe in regards to its reoults. The best that can be hoped for in
this method is the knowledge that the system can not possibly provide the re-
qui'rement being considered. A tool for elimination not evaluation.

e. Modeling/Simulation

The most difficult techniques to categorize as far as data collected
is concerned. Because of the many levels of complexity that can be captured
by these techniques, the collected data can range from timings, to ratios, to
cost data. However, most of the data collected does revolve around refined
system timings which may or may not be capable of being transposed to cost
or value judgments.

6. EVALUATION VALIDATION

The techniques described as candidate DMS evaluation techniques, ex-
cept for the analytic approach, provide some sort of qwantlfiable data as their
output. Although this data can be related to some nmeasure, usually time, it is
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not necessarily meaningful. The final analysis step associated with any evalua-
tion technique must prove the meaningfulness of the collected data. In thi's
respect, the schedule of evaluation is most important. The evaluator must
have some idea of what the collected data will be or its validity will have to
be accepted. If the data is not what was expected, another technique could be
used or, for that matter, the entire evaluation approach could be altered.

7. SAMPLE CASES

The previous six sections of this paper.have described some of the con-
cepts that must be considered in any DMS evaluation. In order to further am-
plify these comments and give some insight into the use of the methodology
hierarchy, four DMS evaluation case studies are presented in this section.
The cases represent a cross-section of the evaluation problems and specifi-
cally address:

o Determining how to improve the responsiveness of a current DMS

o Lessening the storage requirements for multi-user files under a
current DMS

o Selecting a DMS for a given host environment.

o Selection of a DMS/hardware configuration.

Each case study will consist of three parts: the situation, the evaluation pro-
cess, and the summary.

a. Case 'I

(1) The Situation

A set of DMS users in the XYIZ corporation have become aware
of problems concerning the responsiveness of their in-house DMS in both the
query and update modes. Since the DMS was a relatively major investment in
terms of analysis time and money, it was decided to attempt to improve the
user interface with the DMS rather than replacefit. At this point, an
evaluation plan was formulated. This plan consisted of a review of the initial
major goals of the DMS and based on these goals an evaluation of how certain
users were or were not achieving the goals.

(Z) The Evaluation Process

Prior to selecting the current DMS, three major goals or ob-
jectives were outlined. These can be summarized as follows:

o Greater Data Independence. Two areas of independence were
identified, the first was between data and programs, and the
second between data and storage devices. That is, if data
definitions are changed, programs do not necessarily have
to change and further, if storage devices are changed, data
definitions and programs remain relatively unchanged.
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o Content Retrieval. It was desired to retrieve data records
on the data contents of the records, and not just on the key'
upon which the records are sequenced. Instead of asking
""Retrieve records for employee 1234", it isý desired to ask
"Retrieve all records for employees who are between the
ages of 25 and 35, who have a master' s degree in engineering
and who speak French". With records in mass storage, it is
possible to find all of the desired records without having to
search the entire file.

o Fast Response. Another desirable feature was the ability to
answer queries and to update the file rapidly. The problems
associated with answering queries rapidly pose evident
questions about file design. This is particularly true when
the queries are complex and content retrieval is required.
By the same token, the problems associated with file up-
dating may not appear serious until, it is realized that, up-
dating includes the insertion of new records and the length-
ening of existing records as well as finding the records.
With these objectives in mind, the evdluation criteria used
to select the current DMS was heavily weighted in favor of
a DMS that offered good file organization and management
techniques. Therefore, the prirme identifiers of the current
DMS are:

- Rapid and immediate classification of incoming data

- Quick accessibility to the desired fraction of the present
data base

- A reservoir of up-to-the-second-data

Both the query and update capability of the current DMS
rated as the "best" available. However, these two areas,
queries and updating, have at one time or another posed
problems to all the DMS users. For example, a survey con-
ducted prior to the evaluation revealed that delays of several
minutes had been realized for queries, and extensive file
updates had caused entire files to be removed from the sys-
tem.

Based on this data, the first step in the evaluation process was
to have each DMS user provide a set of benchmark programs that would best
represent his DMS workload. Because these programs would be run on the
DMS, it was felt that they would provide a meaningful way of dete rmining the
running times and resources required by different users. It was also felt that
the results from the benchmarks would provide the evaluators with not only
the processing time, but also the throughput time f-,r specific applications
without wading through the entire DMS workload. The rk.sults from the bench-
mark run, however, were only as good as the programs themselves. In this
case, the benchmarks were inefficient and poorly conceived and, therefore,
the results were not a true measure of the system. With these problems, it
was also possible that the benchmarks may have operated "against" the

248



system by not utilizing the truly important capabilities of the system or by
exaggerating its faults.

For the above reasons, the benchmark program data was given
little weight and other evaluation techniques were considered. However, one
thing the benchmarks did confirm was that complex queries resulted in long
response times, and that long file updates produced irrecoverable system
errors which often resulted in the loss of an entire file. Also, the benchmarks
indicated various areas that might be candidates for investigation as system
trouble spots. Note, that in this case, benchmarks were used as an indicator
for trouble spots, not as a pure evaluation tool. Based on this, a set of soft-
ware monitors were embedded in the DMS software to collect timing data on
the file generation, retrieval, and update capabilities of the system. The
timings were based on system clock time. Each file generation, retrieval or
update was assigned a unique event number and within each event a discrete
set o! sub-events was also monitored. For example, a file ietrieval event
was broken down into 1) determining what record type held the requested in-
formation, 2) accessing an index for the value, 3) building a hit list of record
pointers or a sequential search of a file,. 4) sorting the hit list, and 5) re-
trieving records based on the hit list pointers. The start and stop for each
event, and within each event, for each sub-event, was recorded on a journal
tape. Later, a reduction program interpreted the data collected on the journal
tape and produced a report with the data for each event and its sub-events
grouped together.

The monitors were left embedded in the system for several
weeks and. data was collected for the system operating under almost all condi-
tions. When the results were compiled and analyzed, it was evident to the eval-
uators that the structure defined for a given file was directly linked to the
amount of time required for a given retrieval or update task. For example, a
query which initiated a large retrieval on an indexed element of a file was
muth faster than a retrieval initiated on an item that was serially arranged.
This data seemed to indicate a solution to the retrieval problem. However, the
building of the index for the element has an overhead cost that is not reflected
ii the retrieval process and in order to evaluate one file structure against
another, this and other factors must be considered. With this in mind, tasks
were initiated to create indexes for various file elements and queries were
performed for the elements. The software monitors recorded the time re-
q",red, and when the data was reduced and correlated, an interpretation pro-
cess followed.

The interpretation of the collected data showed that most of the
problems isolated by the software monitors were directly linked t"o the file
structure selected by the user and thn, based on this structure, the tyrnt of
access method he chose to utilize. I ,or example, some queries which resulted
in an output of only a few records where satisfied only after a large number of
accesses were ir.itiated. This was caused by either a poor indexing scheme
(an indexed file structure), a poor decoding algorithm (a randomly structured
file), or accessing a serially arranged filc. Also, short update tasks were con-
suming too much time. This problem was also related to the type of file struc-
ture utilized and in most cases reflected a poor sort order on a serially ar-
ranged file.
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Based on the findings of the interpretation task, two further
evaluation steps were selected. The first was to ana:lytically examine the DMS
software documentation to determine if there were any limitations to the file
organization and accessing capability of the DMS. The second was to model
the organization and accessing environment and then determine the best tech-
niques for a given application.

The investigation revealed that the DMS allowed either a hier-
archical or a single level file structure. Within these two structures, a num-
ber of access methods were available. These methods we re linked directly to
the IBM 360 hardware on which the DMS was run and included BSAM, QSAM,
BDAM, and BISAM. By modeling the 360 hardware characteristics, operating
system and access rmthods, the evaluators were able to examine the behavior
of different file organizations and access methods ,within the environment and
usage patterns that had been previously determined. Each user's file strate-
gies and usage patterns were then varied and the model was used to predict
"the outcome of the changes. In this manner, the evaluators were able ,to de-
termine the best file organization, hardware utilization and access method
for each user. It also provided a technique to aid users in determining the
same requirements for new applications or hardware.

(3) Summary

Although the route to the solution of the DMS evaluation problem
may seem circuitous, the steps taken were logical and within the context of
the methodology hierarchy. The set of givens orovided may have caused an
evaluation to initially skip the use of the benchmarks, but ,the analysis leading to
the placement of the software monitors would undoubtedly lead him back to the
benchmark step. As with the benchmarks, the software monitors did not pro-
vide a solution to the problem, but again they did point the evaluator to the next
step. The ability to rapidly diagnosis this type of situation depends on the a-
mount of scheduling and background analysis performed prior to the actual
evaluation. Note that the overall process eventually provided not only a tech-
nique which solved the present problem, but also could provide payoffs if futu..e
DMS problem areas arose.

b. Case 2

(1) Situation

A large branch of the military has several data processing in-
stallations of similar configuration. While each installation has many local
files used in dry-to-day processing, it has been determined that several sites
are maintainic.g duplicate files which are used with varying frequency. Further-
more, the mode of use of these shared files varies; in some cases they are
just maintained, other sites primarily perform read operations, while still
others require both read and update access. It is obvious that there ere
various unnecessary storage costs associated with maintaining multiple copies
of files. Can these be eliminated by having only one copy of each file? Heur-
istically, each copy would be located at the installation where it is most used -

but again, "use" can be for reading, writing, or both so this allocation may
not be a good rule to enforce. With single copies of course, there would be
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transmission costs involved in allowing telecommunications access by other
sites on request. Hopefully, any transmission cost would be outweighied by the
savings realized in eliminating file residence at multiple locations.

A model of such a system can be developed which allows the
evaluation of the cost savings obtained by interconnecting the computer installa-
tion with the nec( :.sary transmission links and allocating the files properly
among the nodes ut the ne'work. It can then be determined, whether such a
system is worthwhile.

(2) The Evaluation Process

The problem as abstracted for the mathematical model is one
in "distributed" data bases. The situation considered is one in Which there are
geographically separated but completely interconnected computer systems con-
taining multiple shared files. A method for arriving at optimum performance
in terms of operating costs is desired. The variables of concern are capacity
Sand cost of file storage at each site, the rates of file modification, transmission,
and access requests, and the line capacity for transmission. Cost is defined
as transmission cost plus storage cost. The approach is to formulate the
problem as a zero-one integer programming model where:

.I= 1 if filej is stored at i'th computer, i=l,Z,...,nS0 if it is not j =1,2,...,m

In words, given n computers for processing m distinct and
common informLtion files, how can one allocate the files so that a minimum
overall operating cost is achieved under the following constraints: (a) ex-
pected file access time is less than some upper bound; (b) the storage needed
at each site does not exceed capacity.

For n computers, simultaneous transmission in both directions
is assumed to occur on a pair of paths - one for requests and one for replies
for each computer (single channel, full duplex).

The cost C is given as a linear combination (the objective
function) of the factors which comprise storage cost and transmission cost.
"(The cost of installing the transmission links is not considered.) These factors
are:

c. * storage cost for file j at i per unit length

c k transmission cost from k to i per unit time

"Ui request rate for all or part of j by i per unit time. For actually
exercising the model, an assumption must be made as to the be-
"havior of the file access requests. A widely used assumption is
that these events behave statisticallywith a Poisson distribution.

•P.. modification frequency of j at i,5



t. transmission time for j (based on line capacity)

L. size (length) of j' th file.

It is noted that when only one copy of a file exists among the
computers, X ijX -- 0, i ý k; the problem is linear and can be solved by stan-

dard linear programming techniques. The constraints under which the cost
C must be minimized are:

1. Ei X. L. < b. for all i (Storage Capacity not exceeded)
1 - b. -=availability capacity of i' th computer

L. - defined above

2. Xkj aiJk_< Tij for all j, i A k (File Access time acceptable)
1T.. =maximum allowable retrieval time of

1 j from i

a ijk =time to get file j from k to i

If it is desirable to allow more than one copy of a file at differ-
ent computers (i.e., "redundancies," Ei Xij >1 for any j), the problem is no

longer linear and standard techniques caniot be used. However, it may be
possibl.e to devise additional constraints which will, in effect, "linearize"
the problem for standard solution.

Once these steps have been completed, input parameter varia-
tions are devised to specify the simulation experiments. The data collected
from the experiments can then be validated to determine the feasibility of de-
vising such a distributed data base system.

(3) Summary

"The use of the model/simulation as an evaluation technique is
not always as obvious as it was in this "textbook" case. In selecting this
technique, the availability of an evaluator with a mathematical background is
almost a necessity if the process to be correctly developed and the results
are to be correctly analyzed. In the process of setting up the evaluation
guidelines, the net worth of this type of an approach should be very apparent
and the decision to proceed or attempt r nother technique should be made
immediately.

c. Case 3

(1) Situation

Corporation DEF is a manufacturer of heavy equipment in the
Eastern and Central section of the United States. The company has several
plants, each specializing in a particulir type of heavy equipment such as
ship building, aircraft parts, and farm machinery. In the early 1960' s, the
far-n machinery plani initiated a computeri-ed Production Planning System
(PPS). This system proved to be so successful that corporate headquarters
decided to purchase third generation hardware, centralize the plant EDP
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operatio,, at corporate headquarters and have all the plants adopt the Pro-
duction i-," rning System.

The primary motivator behind this decision was headquarter'ýs
desire to enter new and diverse marketing areas. The PPS had cut produc-
tion planning lead time at thie farm machinery plant and it was hoped that
the incorporation of these same computer based techniques would do likewise
for new marketing targets. However, the data or files manipulated by the
dedicated PPS at the farm machiziery plant were easy to define and not over-
whelming in size. On the other hand, a corporate undertaking along these
lines necessitated the merging and management of not only copious amounts
of data but alsu diverse data. In order to make the PPS workable on a dor-
porate level, it was decided that a Generalized Data Management System
Would be required.

(2) The Evaluation Process

Once the requirement for a GDMS was arrived at, the process
of selecting the right one beg tn. The first step in the selection -was to decide
whether a given GDMS would' be capable of processing the required applica-
tions. In addition, this step uncovered any and- all requirements for the
GDMS, as well as provided the givens necessary to enter the methodology
'hierarchy. Two kinds of requirements: mandatory and desired were investi-
gated. The distinction between the two categories is as follows: mandatory
items are those that are essential to the implementation of the company's
needs, while desirable items are those which would make the implementation
of the company's en(eds ea3ier. Within this structure, all systems that pro-
vided the mandatory requirements would be considi-red and any desirable
items would make one system more or less advaiitageous. when compared to
Snother.

Most items considered under the heading of mandatory require-
merits are concerned with one of the following aspects of data management
s ya tems:

o Cost

o Due dates - implementation date

o Application capabilities - update, retrieval

o Languaqe - query, application

o Device/security interface

o Hardware configuration/operating environment

o Operating Systems

o Input/output requirements

Once the mandatory and desired features of the system have
been determined, they can then be applied to the list of candidate DMSs to
,Jehermine v.,hich systems qualify. When all candidates have been screened
i) this wanner, the qw.lified candidate. can then be evaluated to determine
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At this juncture, a list of acceptable DMSs has Leen-cornpiled
but more important, the proceos used to determine this list should have given
th - evaluators a thorough knowledge of user requirements. These require-
nments can now be translated into general DMS functions. This general back-

ground coupled with DMS systems documentation and a numerical scoring
method can now be used to rate the candidate DMSs.

In a numerical weighing technique, the parameters of the re-
quired DMS are weighted according to their priority in the operational en-
vironment and then compared to the capabilities of each candidate DMS and

C a rating assigned. Although this process is manual and in some cases be-
J . comes a purely subjective analysis tool, it can serve two important purposes.

First, it further defines the criteria against which candidate DMSs are evalua-
ted, and secondly, it provides a ranking of the candidate systems from which
the pooreot can be eliminated. But, since the numerical scoring is based on
system documentation, which can be misleading, and because the rator can
not help but be subjective, this methodology was used only as one of the first
steps in the overall. evaluatiohi process.

bnhak The next logical step in the evaluation process was to run
benchmark programs on the remaining candidate systems but because several
were still in contention, the cost and time involved was judged to be too ex-
pensive. Instead, an intermediate analysis step was performed. The objec-
tive of this step was to collect and evaluate actual operational statistics for
the candidate systems. During the course of the task, numerous candidate
systerm users, as well as programmers and anslynts that Literfaced with the
DMSs were interviewed. Since these intertiews could be misleading, the DMS
was observed running whenever possible. Not all data collectez i'l this manner
could be used. For example, in some cases, system problems were observed
and they could not be directly linked to the operating system, DMS or applica-
tion progi-ams, but interviewees were quick to attribute these prublems to
DMS software. By the same token, the interviewees could be extremely posi-
tive about DMS capabilities and attribute OS or, application prograrml advantages
"to the DMS. Regardless of its obvious shortcomings, this evaluation step gave
the evaluators a feel for how a given DMS actually operated. It moved the
evaluation process 'from the theoretical basis of documentation to the real
op, rational world. Any blatant operational problems were easily spotted and

S, any advantages were also obvious, aad the cost to determine the results was
minimal. When the analysis step was completed, only the most adequate
DMS candidates remained.

With the list of original candidates reduced to just tae best
possible candidates, Corporation DEF had to decide what final evaluation
technique would be used to make the fnal selection. Two techniques were
considered by the evaluation group, simulation and benchmark programs.
In deciding betv.een the two techniques, the evaluation group considered the
cost of the techr!que, :ts responsiveness, and the meaningfulness of the genera-
ted output. Because more than one DMS would be evaluated, the cost for either
technique was very high. This was still trae after thv DMS development con)-
panics offered to make operating systems available for testing purposes. In
the end, since no simulatii.as of the system were developed and the evaluators
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felt a good set of test programs culd :be developed, the benchmark evaluation
technique was selected.

Arriving at the mix or grouping of applications to be executed on
the candidate DMSs was relatively simple. Since PPS was operational, the
programs just had to be converted to run under the DMS. However, a problem
did arise in trying to develop a standardized operating environment in which
to run the tests. Once this was accomplished, representative programs could
then be run on the proposed DMS and the measurements could be compared
fur both throughput and processor advantages. Because the ervironment had
been standardized and DMS-OS interface problems could be considered con-
stant, the entire system, not just the DMS, could be evaluated in the same
process. The final results could then be evaluated and the "best" DMS selected.

(3) Summa ry

Selecting a DMS for a given set of applications can, in many
ways, be much easier than trying to alleviate problems that are hampering
a Lur~rently owned DMS. Although the techniques used are similar, the cri-
teria the user is evaluating is much more general and in some cases is direct-
ed at a process of elimination rather than selection. The process observed in
the Case 3 scenario supports this viewpoint. In this example, the previous
selection of hardware and, a detatled set of application programs narrowed the
field o! candidate DMSs, but it still allowed the evaluators a lot of flexibility
in arriving at a methodology entrance point and eventually the selection of a
DMS.

Documentation is a valuable source of data in this type of eval-
uation process. It is the prime source for the numerical analysis methods and
At is used extensively in the analysis phase. However, documentation can
only provide an initial insight into the DMSs capability and at that it is often
subject to gross mis-information. Because of thib, any DMS that is not elim-
inated during the analytical phases of evaluation should, if possible, be viewed
in an operational environmen, ýbefore any other evaluation techniques are im-
plenrented. The actual analysis of an operating DMS can often answer many of
the evaluators questions on OS/DMS and DMS/user interfaces. Only after these
tN•o areas are operationally evaluated should a simulation or benchmark eval-
uation be performed to determine the final DMS selection. The technique

t ~ used in the final phase of the process will vary from evaluation to evaluation
• 2 and will depend on l)the cost of the technique, 2) the availability of the tech-

nique, and 3) the time required to utilize the technique.

d. Case 4

(1) Situation

The PDQ corporation has just authorized the creation of a cen-
tralized corporate management information system (MIS). Until this authoriza-
tion was approved, ten separate and unequal MISs existed within the corpora-
t tion. Each MIS served one of the nine branches of the corporation with the
tenth strving corporate headquarter.-i. Since the nine branches operated in
functional areas quite unfamiliar to the othrs, the data manipulated as well
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as the output generated by the MISs was very dissimilar. Added to this appli-
cation dissimilarity was the multitude of different ha,'dir.m e on which each
branch installed its MIS. The only commonality between the ten operating
MISs was that all the application, programs, although dissimilar, were written
in COBOL. Finally and most importantly, the data received by the headquart.-
er' s MIS was quite limited and general in nature. Corporate management,
therefore, felt the system was useless and returned to manual methods to
support the decision making processes. This, however, also proved to be un-
satisfactory because of the excessivw amount of resources required to collect,
prepare and disseminate the necessary reports. Corporate management
thereupon decided to establish a centralized corporate MIS and authorized the
performance of a requirements analysis.

The consolidation of this maze of programs, data and
applications under one centralized system was a gigantic task. In order co
solve it, a two phase approach was initiated. The first phase of the plan
called for the selection of a hardware ,.oniiguration to support the centhalized
system. A new hardware configuration was requited because none. of the pre-
sent hardware configurations were large oenough in terms of disc storage,
number of peripherals, core size and speed to support the entire system, and
since each branch had purchased hardware from different vendors, it was
highly unlikely that several systems could be merged to support the new MIS.
Further, the current systems still could be used by the branches for in-house
accounting as well as production control.

The second phase of the MIS Implementation Plan called
for the evaluation and selection of a generalized Data Management Syste-"
The DMS was to be the -oitware link betweenthe maze of data i-nput bN '
nine branches into the corporate data base. The system sle•,•d wouid' ob run
under the new hardware configuration and together with the har 3 re would be
the basis for the new MIS.

Perhaps the selection group' s mo,' , portant decision
was made prior to seeing any hardware or software. TI, rision was that
the DMS and hardware configuration eventually selected wtuld not necessarily
be the best in their respective categories, but when combined, would possess
the highest rating. Because of this decision, the two phases of the selection
would become intertwined and utlimately lead to the selection of best combina-
tion of hardware and software.

The Evaluation Process

r he first step in the testing process was the determina-
tion of the applications requirements of the corporation. The requirements
study, if done well, would translate into FDP terminology, the reason why
the system is ne ded, identify the system user" and define the user's infor-
mation needs. The three most important results of this stcp in regards to
the selection process should be! 11 a statement of I:he system objectives,
2) a list of environniental features most likely tc affect the scope o" the sys-
tern, and 3) a list cf the restriction that bear upon the scope of the system.
Although most ox the results of this step have already been discussed in
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previo'us meetings, etc., the requirements study represented the first time they
have been made official and hopefully validated. It is-here that the entire project
received the corporate seal of approval. Any hostility or lack of cooperation
for the project should disappear here.

The applications requirements analysis indicated that
a thirO generation multi-programming computer system was required with
sLdfficicnt speed, core size and direct access storage to handle the processing
load that would be imposed on it by the MIS. An on-line capability linking via
a -wrimunications network the nine branches with the centralized system also
was needed. The nine branches would supply on-line and batch updates to the
d-te file Which would periodically be queried by corporate management for status
reports. The MIS also would be required to produce the various corporate
reports on personnel, sales, profit-loss, etc., that are needed by management.
The capability to produce these reports in Lrd copy or have them displayed on
a CRT also would be required. Additional require ... t s, of a batch nature,
would be to generate the monthly statements, print the employees' checks and
handle the accounts payable and receivable.

Once these requirements were validated, it was obvious
that the present system or a combination thereof could not handle the processing
load. Therefore the hardware selection process began. Within this phase,
several steps exist. These include a review of the specifications of the system,
a dete rrninaticrn of the evaluation tecimiques to be used, selection of the procure-
rnent method, development of validation techniques and determining the most
Tprudent way to deal with vendors.

The starting point of any plan for selecting a computer
system should be the review of the specifications of the system, since it is
these specifications that define what it is that the corporation is seeking in the
way of a computer system. These specifications reflect the findings of the
re.4uirenients step which analyzed the corporate MIS needs. Before the speci-
fications are applied to any candidate hardware configuration, they must be
trdnslated intc mandatory and desirable features. The mandatory features are
th.ab items essential to the implementation of the system and the desirable
fcatures are those items which would make the implementation of the corporate
needs easier. In this particular case, the mandatory features are a particular
core site, proces.ing speed and a random access storage and teleprocessing
capability. The system must be able to perform on-line and batch operations,
and be capable of supporting a qualified generalized data management system.
'.ow cost, compatibility, responsiveness, and reliability also were required.
The desirable system features were concerned with such hardware features as
automatic inter:upt, floating-point arithmetic, memory protections and indirect
addressing and such soft-ware features as the compilers supported and operating
sy3tem capabilities.

Once the differentiation between mandatory and desirable
features of a system has beei made, the mandatory features offer the first
nemeasure of the degree to which a vendor has succeeded in meeting the user's
reqiiremnents. Either a vendor satisfies these requirements or his proposal is
no lunger considered for evaluation. However, it can be expected that more

,•:;S257

4



than one vendor will satisfy the mandatory requirements. The purpose of the
next step in the selection process, the evaluation, is to find the system that
best satifies the corporate needs. Several techniques have been developed for
hardware evaluation. These can be listed as follows:

1- Sole Source - staying with one vendor because of prior ser-
vice, etc.

2- Overall Impression - a subjective judgment-on t,,e written
or verbal proposals given by vendors. Controlled by
"human nature. "

3- Cost Only - Since all the systems being evaluated meet t6e
mandatory requirements, buythe cheapest one.

4- Weighted Scoring - The user-assigns points to all items he
considers important and then selects the one with the ,iost
points. With this technique, it is almost impossible to arrive
at a point relationship between low cost and high performance.

5- Cost/Effectiveness Ratio - Similar to Weighted Scoring, ex-
cept that here, by dividing the cost by the effectiveness of
the system, the lowest cost for effectiveness can be found.
However, it is still questionable if a meaningful relationship
can be established between these two factors, cost and
effectiveness, on an overall system basis.

6- Cost-Value technique - Since all systems provide the man-
datory features, this technique concentrates on evaluating
the desirable features and validating the mandatory features.
Simply stated, this technique subtracts the cost-value of the
desirable items from the total cost of the proposed system.
The difference is then considered to represent the derived
cost of satisfying the requirements.

Regardless of the approach selected, some sort of rating system, perhaps simi-
lar to PEGS, can be established for thcs e configurations which satisiy the man-
datory requirements. When this ranking is compiled, the second phase of the
selecticn process, testing of the DMSz, can commence.

The first step in this process is the conversion of applications
requirements to specific DMS requirements. This process yielded the following
DMS requirements:

o intograted data base structure

o direct access methods

, poxicirful procedural language

S� �i�:vAA goene ration capabilities
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o encoding/decoding functions

o powerful file generation and maintenance capability.

Additionally, the selection of a DMS for a hardware configuration not yet se-
lected can pose several problems unique to DMS evaluation. Perthaps the
most important of these is the evaluation of self-contained vdi~sus host data
management systems. A host language system is one which is embedded in a
procedural language such as COBOL or PL/1. A host system can best be
visualized as a new tool for the application programmer. In addition, the
DMS facilities can in some cases, be used by the assembly language pro-
grammes-. A self-contained system, on the other hand, offers a tool for the
"nonprogrammer as well as the prQg~rammer. Such systems are self-contained
in that they have no connection with a procedural language.

The differences between thit two classes of DMSs are embodied
in more than just the use of a procedural language. For example, a host sys-
tein allows much more flexibility in the use of the system since unique pro-
grams can be written in the procedural language with the DMS acting as a
data structuring or transferring agent whereas self-contained systems are de-
pendent on MACROS which trigger "canned" routines. On the other hand, self-
contained systems appeal to a larger set of users in that no knowledge of a
programming language is required. This last attribute alloaws several levels
of DMS users, but it restricts the more sophisticated user to a; pre-determined
sequence of events. For this reason, a self-contained system is detached
from the user. The user has little or no feeling for the subtleties of storage
structures or file updating and interrogation etrategies. If a decision can be
made between these two broad groups of DM.s, the entire phase 2 of the se-
lection is cut in half. The most important characteristic to consider in mak-
ing this decision is the level of the user. Since this factor was determined
in the requirements study for phase 1 of the selection, the class of DMSs to
consider should be readily apparent.

Now that the DMS criteria have been determined, the actual test-
ing of the candidate systems can begin. The first step stipulates that docu-
mentation be gathered on the available data management systems, after which
each system will be reviewed to determine if it possesses the MIS required
capabilities. As part of this analysis, various installations within the area
that utilize any of the candidate DMSs were visited and their operations in-
vestigated. The test personnel attempted to find a user with a similar appli-
cation to discuss in depth the performance of the DMS. This was possible,
although only one DMS in such an environment could be observed.

The analysis effort identified three DMSs as potential candidates
for selection. Because only three systems surfaced from the analysis effort,
the use of the numerical scoring technique, which would have been the next
technique utilized, was bypassed. Also, the user applications did not possess
the diversity to warrant utilization of numerical scoring.

Therefore, the testing was ready to proceed with the utilization
of active techniques. The first active level in the methodology suggests that
benchmark programs and/or hardware monitors be employed to derive overall
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system performance. Because the user possessed neithyt' a hardware moni.
tor nor the expertise to use one, it was quickly decided'-tAat benchmark pro-
grams should be used. The test personnel hoped that they would not be re-
quired to code an extensive number of benchmarks but that the DMS designers
would provide some that closely resembled their application requirements,
"or that they could convert some of their own applications software to serve as
benchmarks. This latter hope was facilitated to some degree by the fact that
all the present applications programs were written in COBOL. These pro-
grams, however, did not provide the on-line query and update capability re-
quired. Additionally, the data would have to be reorganized into an integrated
data base structure against which the benchmark software would execute. The,
DMS designers did iosscss some "standard" benchmarks, but these were not
typical enough to provide a valid test, therefore test personnel generated
some normal type applications benchmarks to test the three systems. Four
benchmark programs were written. The first one would test the file genera-
tion capabilities of the DMS, the second would measure the maintenance capa-
bilities, the third would test the retrieval speed based on standard type quer-
ies while the fourth would specifically measure the formatting and output
capabilities of the DMS. Properly coded, the benchmarks should test approx-
imately 75 percent of the DMS capabilities, the remaining 25 percent being
certain access methods that would not be appropriate to the particular appli-
cation, specific retrieval expressions deemed inappropriate and other gener-
al system features that test personnel felt would seldom, if ever, be used by
the corporate system.

The benchmarks were to be written in COBOL and it was hoped
that only minor modifications would be required to permit their execution
under each DMS.

At this stage of the testing, the possible hardware systems that
could be selected also would be narrowed based on the remaining DMS candi-
dates. If the DMSs are truly machine-independent then the hardware selec-
tion can be based solely on machine performance. However, if a host DMS
is a candidate, then the particular machine on which the DM'S runs must be an
integral part of the test process.

Thus, in the selection process, the two phases (hardware and
DMS selection) have become one, and the set of benchmarks was to run
"under all configuration combinations. Approximately twelve runs per system
were required due to system aborts and to provide a mean time for each
benchmark.

The generation of the benchmarks consumed a significant amnount
of human resources in ai1dition to the computer resources utilized when the
tests were actually run. The result of these tests was a series of timings
indicating the amount of elapsed time to build a file and data base, maintain
it, retrieve from it and output segments of it in a formatted mode. Not only
were total system timings provided, but the test personnel developed a "feel"
for each system; including botb its strong and weak points.

At the conclusion of benchmark testing, no system was clearly
superior to the others in terms of overall system performance. Corporate
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management, therefore, decided to conduct testing at a more detailed level
and, thus, descend deeper into-the hierarchy. The techniques available were
kernel analysis,, software monitoring and modeling.

Kernel analysis and modeling both were eliminated from consid-
eration; the former because the necessary accounting routines did not exist
on all systems to collect the required timings while the latter technique was
too costly to develop in terms of human resources, since none of the test
personnel were familiar with model generation. Software monitoring, there-
fore, was selected.

At first it was hoped, that the DMSs under consideration had
monitors already embedded into their modules. This, however, proved to be
a false hope, therefore the test personnel began the task of analyzing the doc-
umentation of each DMS to identify the modules most appropriate for monitor-
ization. They were fortunate to the extent that good documentation with de-
tailed system flow charts was available on all DMSs. Where possible, corre-
spondifig modules from each system were selected. The modules chosen
concerned file generation, data retrieval and data maintenance and plugs were
implanted in each module. Of special concern were those routines that per-
formed address calculations, built and searched directories and/or indices
and generated data linkages. The implanted plugs would call a specialized
subroutine which would calculate the time expended during each execution of
the module. A record containing this infoamation, then, would be created
and written onto magnetic tape.

Subsequent to the modifications of the DMSs to include these
plugs and the timing subroutine, the benchmark programs run previously
were re-executed. Approxirziately the same number of executions as re-
quired for benchmark testing were required to collect a rea3onable sample
of performance statistics generated by the software monitors. Additionally,
total system elapsed time was also calculated to determine the decrease, if
any, in system efficiency caused by the embedded monitors.

The test personnel knew the volume of data that would be col-
lected by the software monitors, therefore, they also wrote a data reduction
program to process the output tape housing the various timing data. This
program organized the timings both sequentially and by event type to ease
to some degree the subsequent analysis. The timing data collected on each
system were applied to the following questions:

1- How efficient is the system being tested? Are its resources
being over or under utilized?

2- Does the DMS degrade overall system efficiency?

3- Are there any "bottlenecks" in the system?

4- What are the causes of "wait" states in the system? Are
they excessive?t4
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5- Can the system serve the level of usex previously decided on?
Is it responsive enough?

6- What is the performance rate of each module visp-a-vis the
corresponding modules in the other systems?

Extensive analysis was required to answer these questions, and
consideration was given to using an analysis technique such as regression
and/or cluster analysis to determine system performance and aid test per-
sonnel in results evaluation. These techniques, however, had only been used
in analyzing total system performance and not specific software subsystems
such as a DMS. Therefore, the various dependent and independent input
variables had not been identified to permit the utilization of such techniqueis.
Test personnel, therefore, manually accomplished the results analysis which
indicated that one system (including both hardware and DMS) was indeed most
appropriate for tbheir particular applications. This system was then recom-
mended to corporate management which approved its selection.

The other techniques in the hierarchy, combining hardware and
software monitors and using simulation/modeling, were therefore not re-
quired and the testing ended.

(3) Summary

The selection of a hardware configuration and a DMS to operate
on that configuration can best be approached in two phases. The first phase
is dedicated to evaluating various hardware configurations. The purpose of
this phase is not to single out one hardware configuration above alL others
but to determine which configurations can support the applications and if
possible to rank these configurations on some sort of evaluation scale. Sev-
eral steps are required to achieve the objectives of this phase and include:

I- a requirements study

2- a features specification study

3- an evaluation of qualified configurations

Once the first phase reaches step 3, the second phase of selec-
tion, which addresses the DMS, can begin.

The first two steps within this phase, the determination of the
applications requirements and converting these into DMS requirements is
probably the most significant. It is here that the test group must decide on
the test criteria to be employed during tne actual test. Once this decision is
made, then the testing can begin.

Analysis was the first technique emploed and, based on system
documentation and user interviews, the most quatiLied systems for the appli-
cations in question were determined. Benchmarkis then were run on all the
DMSs to collect uverall system performance data after which software moni-
tors were employed to test specific DMS functions. The collected data was
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then manually analyzed and used.-o select the best combination of hardware

and data management system for the MIS.
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SECTION VI

DMS EVALUATION DEVELOPMENT RECOMMENDATIONS

The intent of this paper has been to develop and present a methodology
for the testing of data management systems. Section II identifies the various
attributes that should comprisea DMS and summarizes the techniques that
can be employed in implementing these capabilities. Section III, discusses
the most common measurement techniques that can be used to measure the
capabilities of the aforementioned attributes and proposes a test methodolo-
gy to be employed in the testing of DMSs. Section IV attempts to draw a
correlation between the attributes covered in Section II and the test techni-
ques analyzed in Section III by pairing particular attributes with particular
measurement techniques. Finally, Section V, through the utilization of
scenarios, illustrates how the methodology (incorporating the test pairs
concepts developed in Section IV) would be employed in the solution of some
typical DMS measurement problems.

This section, now, will attempt to summarize the conclusions arrived
at during the preceding sections and will propose some recommendations
for the continued development of a DMS Test Methodology.

1. CONCLUSIONS

The measurement techniques that will be the most frequently used and
therefore be of the most value during the implementation of the aforemen-
tioned DMS Test Methodology are analysis, benchmark programs and soft-
ware monitors. It is anticipated that many if not most, testing problems
will be solved by utilizing these three techniques in the above sequence.
Analysis will filter out all but the most qualified systems (qualified, that is
to the degree with which they satisfy user requirements). Benchmark pro-
grams, then, will be run to collect timing and performance data for the
system as a whole. Finally, software monitors will provide the degree of
definitiveness required to quantitatively measure actual DMS functions so
that co, ,,.,risons can be drawn between/among like systems.

Tle basis for this conclusion stems from the nature of the techniques.
First, they possess the greatest degree of flexibility out of all the techni-
ques considered and, secondly, on a cost/performance basis, they provide
the most pertinent data for the least expenditure of time and money. Fin-
ally, both the benchmark programs and the software monitors, once gener-
ated, can be used again and again in the fine tuning of an operational system.
For example, the software monitors can be periodically embedded in the
DMS and the benchmark programs executed against the data base to measure
any system degradation or improvement that may have occurred because of
changes in file structure and/or size. New benchmarks also can be run
against the monitcred system to determine the DMS performance based on
new applications.

Such techniques permit a data base administrator or manager to con-
tinually monitor system performance. Data base and/or application changes
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that necessitate particular DMS changes '(file structure, acces1 methods
and/or organization) would be promptly identified and an adequate amount of
lead time to find and implement the changes required to avoid system de-
gradation would be provided.

The recommendation of the above techniques is not meant to imply that
the other techniques, numerical scoring, kernel analysis, hardware moni-
tors, modeling and simulation would not be utilized in the testing and evalu-
ation of data management systems, but that their usage would be infrequent
and somewhat limited. For example, simulation, because of the cost and
difficuity associated with its implementation would seldom be used. The
time and effort required to simulate a nomplete DMS or simply one part of
it normally would be prohibitive, therefore, other and more convenient tech-
niques would be utilized. Modeling would be eliminated from consideration
for the same reasons. Exceptions to this could occur when a system is to
be selected for a multitude of users. Then, the costs involved in simulating
or modeling a DMS may be justified because the model could be exercised
by all the diverse applications to determine its acceptability to all users.
This would certainly be more efficient than for each user to independently
conduct acceptance tests on the selected liMS.

The utilization of pre-packaged software models, such as FORMS would
also be infrequent becausL their range of capability is limited by the nature
of the model. FORMS can be an invaluable tool in the testing of varicus file
structures and access methods, but this is the extent of its capabilities.
Other modeling/simulation packages which do not possess tuch a handicap
usually suffer from a lack of specificity, and the collected data, because of
this lack, is difficult to interpret and often inclusive.

Hardware monitors often will be eliminated as a DMS analysis and mea-
surement tool because of their lack of availability, their rental or purchase
cost and the ensuing data reduction problem that accompanies their use.
They also lack the definitiveness to gather pertinent data regarding particu-
lar DMS functions, although they can be most useful in identifying overall
system problems such as poor CPU-I/O overlap.

Kernel analysis, because it presumes the existence of some sort of soft-
ware rr onitor or accounting s ate -r to collect the CPU times for various
DMS fu ,ctions, will be infrequently utilized unless such software packages
alread) exist within the system. The only dissimilarity between kernel ana-
lysis ard software monitors is the examination of the pv~uerated code that
accompanics the use of kernel analysis. Therefore, unless some pre-exist-
ing software packages already monitor the desired DMS functions, test per-
sonnel would have to generate and embed software monitors within the DMS
prior to conducting kernel analysis. It would be easier and more logical to
simply utilize the software monitor technique.

Numerical scoring suffers from one glaring difficulty; that being the
problem associated with the conversion of user applications requirements
into specific DMS functional traits. ]'his exercise is completely subjective

"0, .. •and dif-.cult to accomplish for even the most competent personnel. So many
assumptions are required pertaining, t the utilization of this technique that
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-che assignment of quantitative scores to analyzed DMSs is rather presump-
"7C. tuous. For example, the assignment of ratings both to particular DMS

parameters and to the degree to which the attributes of a particular DMS
conform to those parameters introduces such a degree of subjectivity into
the measurement as to degrade the preciseness of the result.

The five aforementioned techniques, numerical scoring, hardware moni-
tors, kernel analysis, modeling and simulation, although infrequently used,
do rate inclusion within the DMS Test Methodology, because of their poten-
tial value in particular measurement and testing situations. The bulk of the
measurement and testing however will be accomplished using analysis,
benchmarks and software monitors.

2. RECOMMENDATIONS

The following recommendations result, first, from the problems encoun-
tered and secondly, from the conclusions derived during the compilation of
the DMS Test Methodology. These recommendations neither attempt to solve
all problems associated with the testing of data management systems, nor
suggest that they will. If implemented, however, they will greatly advance
the "state of the art" so that present and potential DMS users will be able
to test a particular DMS or specific functions of same based on already
available hard and concrete measurement data. The recommendations -re
as follows:

o standardize the terminology regarding data management systems,

o delineate the instrinsic characteristics of data management sys-
tems,

o formalize methodology of specifying user requirements and con-
verting them into DMS functional requirements,

o support the design and development of machine independent data
management systems,

o investigate the possibility of using regression and cluster analysis
to measure DMS performance,

o design and develop standardized benchmark programs to measure
the capabilities of present and potential data management systems,

0 identify the DMS iunctions that are appropriate candidates fnr soft-
ware monitorization,

,.5 o encourage DMS developers to include software monitors in the de-
sign of future systems and to embed them in the already operation-

P, • al systems, and

o compile a compendium of standardized test results on all present
data manag-iAent systems and make this available on request to all
present and potential DMS users.

These recommendations, if adopted, would constitute a giant step for-
ward in the testing and evaluation of data management systems. What, at
present, can best be dcscribed azi a mercurial situation would be stabilized.
Inefficient and redundant testing of the presently available DMSs could be
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eliminated and pctential and present DMS users could simply review the pre-
viously collect, -) test results to determine which DMS would best fulfill their
app!'cations requirements. Some fine tuning of these results may be requir-
cd if a particular user's applications requirements were rather unique, but
much of the tedious analysis and measurement would have already been ac-
cornplished and from such an information base, efficient testing and selection
could. be accnmplished. The following paragraphs describe each recommen-
dation in detaji' and discuss the benefits that can be derived from their im-
plementatezr

a. Standerdization of Terminology

The first step that must be taken regards the standardization
of all terminology applicable to data management systems. Since one of the
eesired ends is a compendium of all DMS test results that would be avail-
able to all users, these very users first must speak the same language re-
garding data iaanagement systems. Otherwise confusion is bound to occur
and the value of the compendium is degraded. The Data Base Group of the
CODASYL Comm'ttee is presently engaged in this standardization effort.
-his is only part of the problem, however, for once standards arL suggested

by CODASYL, they still require adopting by all DMS users. If and/or when
this is achieved, then the subsequent recommendations are much easier to
implement.

b. Characteristic Delineation

A large number of software systems presently parade under
the title of data management systems, however, the cap3bilities of each sys-
tem are so diverse as to blur the definitiveness of the '.eim. Once DMS ter-
niinolcgy has been standardized, however, the minimum and maximum chax -

acterist~cs of a DMS can be more easily defined and the term DMS can
assume a more precise meaning.

This definition will allow potential DMS users to face the test
and cvaluation pr icess knowing full well that their initial list of candidate s
at least can perform the basic functions assumed to be part of all DMSs.
This can greatly ease the cos, and physizal effort that would normally be ap-
plied to an initial analysis effort, because the initial review of ali DMZs, to
determoine if they indeed do posse's the geneeal capabilities assuried by the
user, would have already been accomplished.

This ste would also aid in thb- establishment of general cri-
teria aganist wbhi'h newly emeroing software systerns c'n be judged to de-
t'errnine whether they should, in fact, be classified as data management sys-
tem s.

c. erwn-ializc Conversion of AppP .ation to DMS Requirements

'I Vr>c ",_1xrendation, perhaps, will be the most difficult to
xcon-ish ,.-,- w tbhc ,-ltitud.. of varj._tbhs that rirvit be considered.

Th r. c. .,rr ýjt 1,,Adr.t a ,.,e diversify of applications that require the str-
Ci - A d-it;• '., ,- .t sy. - The p• ,c16. _. of reLting •'eciUz DINS



functions (which are continually increasing) to their diverse applications be-
comes quite an effort when you ccnsider the effect that these DMS functions
have on the applications, A particular file structure and access method may
"best" support a particular application, but what about other diverse tasks
that require computer support withi,, the operational environment? Is their
execution going to be seriously degraded? Also, can the available physical
storage handle the overhead assoc:dted with a particular file structure and

t access method? These are just some of the questions that arise when attemp-
ting to convert application to DMS requirements.

These problems, however, should not dissuade us from analyzing
this topic to determine if a methodology can be developed to aid DMS analysts
Ln ý he conversion of ar.?lications to DMS requirements. Such a methodology
would be an invaluable tool in any DMS selection process, therefore such an
effort should be given further consideration.

d. Machine-Independent Data Manageme2nt Systems

Step 3 in the DMS Test Methodology illustrated the constrive-
ness of host systems. At present, most systems are designed and developed
to operate only on a particular hardware configuration (IDS and AIDS-HIS
"CG-635, MADAPS - CDC 1604). This fact can result in the elmination of per-
haps the most qualified system because of hardware incompatibility. There-
fore, in order to widen the choices available to a potential DMS user, the de-
sign and development of machine independent data management systems should
he supported.

Efforts in this regard are already in progress, for example,
DM-_ and the Defense Intelligence Agency's Machine independent Data Man-
a.,rient System (MIDMS). These systems and systems.like them will in-
crease the options available to all installations involved in the testing and
selecrid.n of a DMS which would provide a potential user with a better oppor-
tunity to select a system oest suited to his needs.

Investigate the Utilization of Regression and Cluster Analysis
as Data Analysis Techniques

Because of the speed, concurrency and volume of operations per-
formed by a multi-programming third generation computer system, vast
anmtn, s of data will be collected by any active technique. This results in a
"data reduction and analysis problen, of significant scope.

Regression and cluster adalysis have been us.iA vith some
succesq in the analysis of computer systems as a whole ap ill,:trated in the
RA,-id -studv Comouter Performance Analysis: Appications of Accounting
"Oata by R. Watson (2. It is recommended that these same tecfhi-ques be
iTudicei to dcterr.-ine the feasibility of using them in the analysi. of DMS test
data. This would require the identificatici of those DMS and system factors
fbzt hukd he considered in the anz•lysis, and the actual asage 6f these values
"a,,ainst a 1-nown quantity to test the accuracy of the measurerent.
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.u.! techniques, if feasible, would greatly assist test person-
nel in the testing and subsequent evaluation of data management systems.,
For the resulting statistics would assume a higher level of validity and make
the decision process a good deal easier.

f. Development of Standard Benchmark Programs

Standard benchmar,-- programs should be developed to provide
a consistent yardstick in tht testing of all data management systems. These
programs should be designed to test those functions that are found in every
DMS; data description, file :Lucturing and generation file maintenance and
the data access manipulation and output capabilities. The benchinarks shouldt
be written in a higher level language to permit Itheir execution wi."thin varied
hardware environments and they must be designed to test specific aspects
of the DMS to provide valid data on the systems stronger and weaker points.

These programs would be used to test all data managemant
systems. Those systems presently in operation would be tested as would all
new systems upon issue. The timing data collected during program execu-
tion would be compiled, and made available to all interested parties. The
data would be ordered by type task performed (retrieval, update, generation,
etc.) so that potential users would have a basis for comparing the available
systems.

.g Identify DMS Functions to be Monitored

s dA list of DMS functions that are candidates for monitorization
should be compiled to guide potential users of the software monitor techni-
que. Such a compendium would eliminate the time now spent just in deciding
which DMS attributes to select. The experience gained 1y those who have
already embedded software monitors within DMSs, e.g., PRC/ISC's monitor-
ization of MADAPS, should be compiled and disseminated to all potential
DMS test personnel. Particular DMS system modules that, because of the
programming techniques employed or the structure of the module itself, are
poor candidates can be identified and thereby save other users a good deal of
time and trouble. On the other hand, those particular DMS system modules
that provide the most valuable statistics concerning system performance also
can be indicated.

h. Design Software Monitor Embedded Data Management Sys-
tems

Rather than recommending, as the long term solution, the em-
bedding of solware monitors by potential users, DMS developers should be
encouraged t., design them into their systems when they are being developed.
These monitors then could be used or not used based on the particular re-
quiremeuts of the ustcr. It wou)d be a relatively simple task to include t. --m
as part of the system design and yet it would save untold hours on the part
of every potential DMS user. Additionally, the monitors .:ould be embedded
more efficiently within the DMS since it would be done during actual system
coding rather than after the fact.

170



Thbe ievelopers of presently operational sys+ ;ms, also should
be enccuraged to modify their present systems to incoyqOrate monitors with-
in the appropriate modules.

The presence of such systems would permit system perfor-
mance testing to be accomplished with relative ease. The only requirement
levied on test personnel, w6vid be to initialize the monitorization process.
The monitors also would be a\vailable for the purpose of "fine tuning" a sys-
tem that has undergone numeirous changes resulting from more and diverse
applications, increased file volume, the addition of more files, etc. The
monitors would be able to detect and'identify any de adation of system
performance due to these changes and provide a sufi. Lent amount of lead
time to find and implement a solution.

An important aspect of software monitor development that
requires mention here is the necessity to include data reduction, collation
and analysis subroutines with the monitors. The collected data is useful
only if it is in a format that is easily interpretable by the analyst, therefore,
DMS developers must not neglect to incorporate such software packages
within their systems.

i. Standard Test Results Compilation

All the effort expanded in accomplishing the previously de-
fined recommendations would go for naught if the information is not collect-
ed and disseminated to all present and potential DM5 users, therefore it
is recommended that standard benchmarks be executed against all the soft-
ware monitored data management systems and the results collected, com-
pi'ed and disseminated. As more .- stems are tested using thih Irocedure,
the results would be appended to the compendium.

The end result would be a volume of DIALS performance data
that would be invaluable in any DMS selection process. Performance by
application would be available and the capabilities of the various systeras
vis-a-vis particular applications could be easily determined. Even if the
user feels his application(s) is unique, the cempendium provides relevant
timing and performance statistics for all systems, and the user can corn-
pare the performance of the various system modules against his own pro-
cessing requirements.

Such a compendium would be beneficial not only from the
standpoint of the potential user but also the system developer. Test results
would be based on statistics derived from software monitors d&signed as
part of the DMS (if the previous recommendation was implemented) rather
than inefficient code segments implanted within the DMS by system users
subsequent to its design and development. System users, therefore, would
be able to view the DMS in its best light, and the capabilities of each sys-
tem would not be tarnished due to poor generation and/or insertion of soft-
ware monitors within the DMS.

The adoption of the nine previous recommendations would re-
sult in an important advancement regarding the testing and selection of cata
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management systems. Such software packages constitute a significant in-
vestment within any data processing environment, and therefore, the impor-
tance associated with selecting the right system cannot be overestimated.
The methodology described herein provides present and potential system
users with a tool to measure the various data management systems. This
tool, however, can become expensive and difficult to employ depending on the
complexity of the measurement problem. Benchmark programi may have
to be written and perhaps software monitor code segments generated and
embedded within the DMS. Such efforts would require the expenditure of a
significant number of man hours particularly regarding the generation of
software monitors. Additionally, many installations do not possess the ex-
pertise to embed monitors within a number of data management systems.
Therefore, thg aforementioned recommendations were made.

The two main aims of these recommendations are to standard-
ize DMS testing and to eliminate the redundant and inefficient testing that is
presently being performed. With the publication of standard test results,
the need to actively test the candidate systems will be eliminated in most
installations. Those possessing unique applications would be required only
to generate the appropriate benchmarks and execute them against the var-
ious monitored systems; a much less costly exercise than st.rting from
"scratch". The selection of a DMS, then, becomes a relatively analytical
exercise, capable of being performed by a majority of users at a minimum
cost.
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